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Abstract. When solving the attribution problem, the question of de-
termining the author’s style of a writer who created a smaller number of
texts (both quantitatively and in terms of the total number of words) in
comparison with other analyzed authors arises. In this paper we consider
possible solutions to this problem by the example of determining the style
of Apollon Grigoriev. As a method for constructing an ensemble of clas-
sifiers we use Bagging (Bootstrap aggregating). The SMALT information
system (”Statistical methods for analyzing literary texts”) was used to
determine the frequency characteristics of the texts and Python 3.6 was
used to build decision trees. As a result of calculations we can assume
that the relative frequency of the ”particle-adjective” bigram more than
6.5 is a distinctive feature of the journalistic style of Apollon Grigoriev.
There also was a study of the article ”Poems by A. S. Khomyakov”, which
confirms the previously conclusion that there is no reason to consider it
as belonging to Apollon Grigoriev.

Keywords: Text attribution · F. M. Dostoevsky · Apollon Grigoriev
· Poems by A. S. Khomyakov · sampling imbalance · decision tree ·
software complex ”SMALT”.

1 Introduction

Authorship identification of anonymous texts (attribution of texts) is one of most
urgent problem for the philological community [3]. One of the issues, which is far
from its final decision, is the affiliation of anonymous articles published in the
magazines ”Time” and ”Epoch” (1861-1865) [2]. The solution to this problem
is additionally hampered by the uneven amount of available textual material:
there are many articles owned by F. M. Dostoevsky, while the remaining authors
published in these journals (for example, A. Grigoriev, N. N. Strakhov, Ya. P.
Polonsky, etc.), don’t have so many texts that are uniquely attributed to them.

⋆ Supported by the Russian Foundation for Basic Research, project no. 18-012-90026.
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Different mathematical methods are used to establish authorship of works.
Among them decision trees are distinguished by the fact that they are easy to
understand and interpret and also do not require special preliminary data pro-
cessing. When solving the problem of classification into two classes, the problem
of sampling imbalance often arises, i.e. when the number of objects of one class
significantly exceeds the number of objects of another class. In this case the first
class is called the majority class and the second class is called the minority class.
In such samplings classifiers are configured for objects of the majority class, i.e.
high accuracy of the classifier can be obtained without selecting objects of the
minority class. When solving the attribution problem, the question of determin-
ing the author’s style of a writer who created a smaller number of texts (both
quantitatively and in terms of the total number of words) in comparison with
other analyzed authors arises.

2 Construction and analyzing decision trees

As a method for constructing an ensemble of classifiers we use Bagging (Bootstrap
aggregating) [1]. The authors believe that it meets the meaning of the task better
than Boosting. Based on previous research, the fragment size was chosen to be
1000 words and the step size for choosing the beginning of the next fragment
to be 100 words. The SMALT information system was used to determine the
frequency characteristics [3]. Specialists in philology carried out grammatical
markup of texts, which took into account 14 parts of speech. A set of data for
training was compiled (118 fragments – Apollon Grigoriev, 899 – the rest). In
this case fragments of the texts of Apollon Grigoriev are objects of the minority
class and all the others are from the majority class. The text size is quite small
(from 2000 to 7000 words).

Python 3.6 was used to build decision trees (libraries: scikit-learn – for tree
implementation, pandas – for data reading). The original data set was divided
into 7 parts. All fragments of Apollon Grigoriev were taken as a class with a
label ”1”, the same number of fragments of other authors were taken randomly
as a class with a label ”0”. Repetitions of fragments of other authors were not
allowed. A decision tree was trained on each part of data. The training continued
until accuracy reached 100% (tree depth). All trees formed an ensemble. The
decision was accepted by a majority vote. Accuracy was calculated on the entire
data as (TP + TN)/(TP + TN +FP +FN), where TP is true-positive, TN is
true-negative, FP is false-positive and FN is false-negative predicted class. As
a result of experiments depth 1 corresponds to the classifier accuracy of 0,8628
(respectively 2 – 0,9592, 3 – 0,9841, 4 – 0,9891, 5 – 0,992, 6 – 0,9901).

In total 7 decision trees were built. Note that on the third level there are two
leaves that contain a small number of fragments (summary from 12 to 27, on
average less than 8%). You should take into account the possible inaccuracy of
the source data. The texts of Apollon Grigoriev could be edited by F. M. Dos-
toevsky. In addition there is a slight volatility in the parameters of the author’s
style depending on external factors (such as mood, health status, etc). There-
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fore, when solving the problem of text attribution, you should limit yourself to
the first level or at most the first two levels of decision trees. The accuracy of
the ensemble at the second level already falls into the generally accepted 5%
significance level. Analyzing the decision trees contained in the ensemble, it can
be noted that in 4 of them the first attribute was the ”particle-adjective” bigram
less than or equal to 6.5. In two cases the same attribute is found, but with a
different threshold (less than or equal to 7.5). Only one tree had a different first
attribute (”adjective-particle”) less than or equal to 2.5.

The influence of the universally accepted methods for processing unbalanced
data ”UpSampling”, ”UnderSampling”, ”SMOTE” on the accuracy of classifi-
cation of works by Apollon Grigoriev was analyzed. The available data set was
divided into test (42 - Apollon Grigoriev, 310 - Other) and training samples. The
training sample was subjected to the techniques listed above to confront class
imbalance. Then the accuracy (”Accuracy”, ”roc-auc” curve) was calculated on
a test sample, which was the same for all three techniques. This analysis showed
approximately the same accuracy of all three methods. UpSampling looks worse.
The advantage of UnderSampling is that it is easier to explain. Therefore, the
authors decided to focus on it.

One of the controversial and still unresolved issues is the article ”Poems by
A. S. Khomyakov”. This work has long been attributed to Apollon Grigoriev.
However, recently it has been considered the copyright text of F. M. Dosto-
evsky [4]. It was interesting to check where our classifier will take it. The text
will be attributed to the author that most of the text fragments belong to. If we
take the classification on the first node, then 6 of the 7 decision trees classify it
as ”Other”, i.e. as not the text of Apollon Grigoriev. Only on one tree, there was
an equality (5 fragments ”for belonging” and 5 ”against”). During the split on
the second level 3 ”for belonging”, 3 ”against” and in one rejection of the clas-
sification. Our study confirms the earlier conclusion [4] that there is no reason
to consider the article ”Poems by A. S. Khomyakov” as belonging to Apollon
Grigoriev.

3 Information system SMALT

The SMALT information system developed at Petrozavodsk State University is
designed for the collective work of various specialists with texts [3]. The informa-
tion system can be divided into three sections: import of new texts, verification of
texts by philologists and the use of various analysis methods both on a single text
and for a group of texts. As part of the text import process, the text is divided
into sections, paragraphs, sentences and words, as well as matching each word
with its morphological analysis. If the task of text separation is typical, then the
task of comparing the morphological analysis is rather complicated. The prob-
lem is both in the wide variety of spelling of the word (using pre-revolutionary
graphics, a more flexible dictionary allowing different spelling of the word), and
in the need to take into account the context of the use of the word. At different
times, algorithms for finding the first possible variant, a frequently used variant
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and an algorithm based on n-grams were used to select the semantic analysis of
the word. The latter has a great prospect due to the small number of subsequent
corrections.

As part of the text verification process, philologists perform correction of
text analysis (for example, combining or separating words), correction of mor-
phological analysis of a word, or creation of a new analysis. Using the web
interface allows several specialists to work on the text at the same time. During
the analysis process, SMALT provides researchers with access to the accumu-
lated database in various sections. For example, one of the popular statistical
characteristics is Kjetsaa metrics [2]. SMALT calculates the characteristics of
both a single work and a group of texts. Another objective of the analysis is to
identify the causes of the results. For example, to identify the reasons for the
separation of text fragments between different nodes of the decision tree. The
SMALT information system allows you to access the source data of the required
fragment for subsequent linguistic analysis.

4 Conclusion

When solving the problem of determining the author’s style of Apollon Grigoriev,
the problem of sampling imbalance often arises. Analyzing decision trees, we can
assume that the relative frequency of the ”particle-adjective” bigram more than
6.5 is a distinctive feature of the journalistic style of Apollon Grigoriev. The
obtained knowledge was used to study the authorship of the article ”Poems by
A. S. Khomyakov”, a discussion about whose authorship in the literary criticism
continues over the past twenty years. If we take the classification on the first
node, then 6 of the 7 decision trees classify it as ”Other”, i.e. as not the text of
Apollon Grigoriev.
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