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Abstract

The method based on inductive constructed a set of 
PROSPECTOR-like rules we used for literary works 
classification. 

Description of syntactic and morphological features of texts 
according to grammar of Russian calculated by means of 
expert system, an integrated component of information 
retrieval system ”SMALT”. 

Inductive generation rules and recognition literary works 
completed by means of programs for inductive construction 
of the knowledge base “STATCOP”.
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Description of a Experiment 

Definition of features

Calculation of features

Construction base of rules
(inductive learning)

Check on a test set

Recognition literary work
sentence

Information Retrieval
System ”SMALT”

Programs for inductive
construction of the
knowledge base

“STATCOP”
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Training Set and Features Vector 
Training Set

225“Жуковский и романтизм."M.М. Достоевский
(M.M. Dostoevsky)

A1

669"Ряд статей о русской литературе. Введение."Ф.М. Достоевский
(F.M. Dostoevsky)

D1

Quantity of 
sentences

TitleAuthorCode

Features Vector, X={X1, X2, …X20} 
•Parts of speech on various positions of the sentence 
•Relative quantity of various parts of speech of the sentence 
•Syntactic characteristics of the sentence  
•…
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Result of Experiment 
Rules (99 in all)

IF (relative quantity of particles in the sentence  > 14.945) THEN (D1)
{weight = 0.855}
IF (average length of a word in letters in the sentence  <= 4.845 ) THEN 
(D1) {weight = 0.818}
IF (relative quantity of nouns in the sentence  <= 12.31) THEN (D1) 
{weight = 0.739}

IF (25.87 < relative quantity of nouns in the sentence  <= 33.94) THEN 
(D1) {weight = 0.355}
IF (part of speech in a penultimate position on the sentence  = adjective) 
THEN (D1) {weight = 0.326}
IF (average length of a word in letters in the sentence  > 6.41) THEN (D1) 
{weight = 0.267}
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Conclusions
Inductive constructed a set of PROSPECTOR-like rules can 

be used for classification of literary works. 
We continue researches and check on more extensive test 

set. 

Result of sentences classification

19926D1

95130A1

D1A1

Empirical Risk = 0,269
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