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Abstrac

The method based on inductive constructed a set of
PROSPECTOR:-like rules we used for literary works
classification.

Description of syntactic and morphological features of texts
according to grammar of Russian calculated by means of
expert system, an integrated component of information
retrieval system "SMALT".

Inductive generation rules and recognition literary works
completed by means of programs for inductive construction
of the knowledge base “STATCOP”.
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Prospector—like knowledge bases and classifiers

We begin with some notation. Let X = (X, X;,...,X,,) be some nominal attributes
vector and X = Xy X XgX. .. XX, where X; = {z4a,2a0,. .., 2Zs,}, 1 =1,2,...,n 158 5et
of possible values of the attribute X,;. Also let ¥ be a class attribute with a set of pos-
sible values D = {0,1,...,k—1}. Suppose that the unknown joint distribution P(x,y)
of the attributes X5, Xo,..., X, Y exists. Let D = {(x1, 1), (X2, %), -, (X, %)} be a
training set.

We consider a sets of the rules of the form *IF { premise ) THEN { conclusion ; {
wetght w)” , where premise C {combination) has the form

C = {Xcu — Iﬂ’lﬁl} M {X&z — EC‘fzfﬁ'z} ... {Xﬂ’r — Iﬂfﬁ'}

and conclusion CF = {Y¥Y =1}, i € D. Weight w € (0,1) is a gquantitative measure
reflecting the influence of the premise on the conclusion. The value r is called the
length of combination C and denote by length(C). Also denote by || C||p the number
of examples of the training set such that premise C is true. The rules of such form we
shall denote € = CF {w). Let &1 = CF {wq) and Cy = CF {(wn) be some rules with
the same conclusion CF. Then following weight combining function may be defined [3]:
UM U
UM U + (1 — wl)(l —’E.Ugjll
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Let ‘R be some set of rules. Then for any 7 € ) and combination ¢ the following
composed weight may be evaluate: W(C|C,R) = &, Wa, where weight combining
function @ is applied to the weights w, of all rules & = CF {(w,; containing in R
such that the premise CY follows from the premise C'. Note that the composed weight
WI{CH C,R) actually is an estimate of conditional probability P(C7| C). Then the set
of rules ‘R induce some classifier fr : X — L) such that for x = (2,20, . .., 2,) € X

frix) = arg max Wi(CH Cix),R),

where C(x) = {X1 = z1} M{X: = z} N ... N{X, = z,}. Also, let K be scme
statistical test for testing of the null hypothesis Hy @ P(C)| C) = fg against the two-
side alternative H; : P(CF| C) #£ &y and A is some set of the admissible implications
{C = Cr}. PFor example, A may includes all implications such that length(C) < 3
and |C|p = Finin.

Definition 1. [1]Let training set D, weight combining function @, statistical test
K, some set A of admissible implications C = C), and class aftribute ¥ are given.
The set of rules KB(A) = KB(D,®, K, AY) is called knowledge base (with respect
to D, D, K, AY) ¢f for any premise C such that implication C = C* ¢s admisstble
statistical test X does not reject hypothesic Hy : P(C*|C) = W(C*| C,KB) against
two—side alternative. Knowledge base KB(A) is called minimal if KB is subset of any
set of rules R{A) which is a knowledge base with respect to D, P, K, A Y.

By definition 1, it follows that the knowledge base in consideration in fact iz the
probably—statistical model of the condition probabilities family {P{C|C), 4 € D}
such that implications ¢ = CF are admissible.
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raining et and reatures vector
Training Set
Code Author Title Quantity of
sentences
D1 ®.M. [JocTtoeBcKkun "Papn ctaten o pycckom nutepatype. BeegeHue." 669
(F.M. Dostoevsky)
A1 M.M. JocTtoeBckuu “YKykoBCKMI N pOMaHTU3M." 225

(M.M. Dostoevsky)

Features Vector, X={X,, X,, ...X,}

*Parts of speech on various positions of the sentence
*Relative quantity of various parts of speech of the sentence
*Syntactic characteristics of the sentence
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Rules (99 in all)

IF (relative quantity of particles in the sentence > 14.945) THEN (D1)
{weight = 0.855}

IF (average length of a word in letters in the sentence <=4.845) THEN
(D1) {weight = 0.818}

IF (relative quantity of nouns in the sentence <= 12.31) THEN (D1)
{weight = 0.739}

IF (25.87 < relative quantity of nouns in the sentence <= 33.94) THEN
(D1) {weight = 0.355}
IF (part of speech in a penultimate position on the sentence = adjective)

THEN (D1) {weight = 0.326}
IF (average length of a word in letters in the sentence > 6.41) THEN (D1)
{weight = 0.267}
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Result of sentences classification

A1 D1
A1 130 95
D1 26 199 Empirical Risk = 0,269
Conclusions

Inductive constructed a set of PROSPECTOR-like rules can
be used for classification of literary works.

We continue researches and check on more extensive test
set.
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