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tionA

essing and handling information anywhere and anytime when needed,seamlessly without the user having to learn 
omplex te
hni
al skills isthe goal of the new digital age. The first mass-produ
ed devi
es tar-geted spe
ially for this kind of pervasive 
omputing have already ap-peared: AutoPC, Personal Digital Assistants (PDAs), Smart phones,wireless movable 'fridge applian
es' with targeted UIs and Internet 
on-ne
tions et
.The requirement that information should be available anywhere meansthat wireless te
hnology plays an important role in realising pervasive
omputing. Software agents are a relatively new programming paradigm,whi
h shows mu
h promise to ta
kle the problems in the field of dis-tributed information management in general, and the problems whi
h awireless environment 
auses.In this presentation we dis
uss developing learning agents, whi
h are
apable of 
arrying out predi
tions about future events and 
onditionsin order to do planning and/or adapt to the 
hanges in 
onditions. Thefo
us is on helping the designing and implementation pro
ess of (learning)agent ar
hite
ture for wireless environments. The emphasis is on estab-lishing learning in a s
alable and dynami
 way, thus the ideas should beappli
able to other resour
e s
ar
e environments as well.2 Software agentsThere are numerous definitions for software agents. Some properties oftenatta
hed to them are autonomity (the ability to operate by themselves),goal-orientedness (possibly in
luding planning to rea
h the goal) and so-
ial ability (agents 
ommuni
ate with ea
h other and the system).It is easy to see that judging if a software entity has these propertiesis somewhat fuzzy (see e.g. [2℄ for a good overview): does for examplea 
ertain set of if-then-else-
lauses make a software entity autonomous?The line between an obje
t-oriented programming vs. agent approa
hhas been found espe
ially diffi
ult to draw, even though there are 
leardifferen
es. One of the most 
ompelling is that obje
ts do not have exhibit
ontrol over their behaviour, they must make methods available for otherobje
ts to invoke. Of 
ourse agents 
an be implemented using obje
t-
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hniques, but the point is that the standard obje
t-orientedmodel does not in
lude many of the aspe
ts of agent programming (for agood dis
ussion about this, see [3℄).In this presentation we are interested in learning agents, whi
h try toadapt to the 
hanges in their environment. From a ma
hine learning pointof view, passive modellers whi
h merely produ
e an output from theirinputs a

ording to their internal mappings, 
an be seen as obje
ts. Thea
tive modellers, whose set of outputs in
lude a
tions whi
h are meant toaffe
t their environment, 
an be seen as agents. One way to formalise anagent is: Agent = (P; S; �;A) ;where P is the set of the agent's possible per
eptions (inputs) p, A is theset of the agent's possible a
tions a, S is a set of possible agent's internalstates s and � is the mapping produ
ing A from S, usually 
alled thepoli
y of the agent. S may possibly be dependent of past states of theagent, meaning that agent may try to learn from its past experien
es tomake de
isions about its future a
tions.Be
ause agents affe
t to their environment, they also affe
t to the in-puts they will re
eive from their environment in the future. This 
y
li
dependen
e between agent's inputs (per
eptions) and outputs (a
tions)means that we must use iterative methods for sear
hing optimal poli
yof the agent. For example Reinfor
ement Learning [1℄ is often used foragents. In RL an agent explores to find the highest value of utility avail-able a

ording to its utility-fun
tion.3 Motivating exampleWhy are predi
tive 
apabilities essential in realising pervasive 
omputingand why should one implement them by using software agents? Be
ausethese questions are hard to answer in general terms, in this 
hapter it isillustrated with a little sample story, how predi
tions 
ome in handy onmany o

asions and further, why a monolithi
 system does not 
ome intoquestion.Sandra leaves her offi
e for a meeting on the other side oftown. Before she leaves, the files needed at the meeting are
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ally syn
hronized between her laptop and desktop
omputers.In the lo
al train Sandra listens to the weather fore
aststreamed via her laptop. Suddenly there is a slight 
hangein the quality of voi
e, as the in
oming email from her friendhas large pi
tures atta
hed. The email is about an on-goingWWW-au
tion of a 
hild's safety seat, just like the one Sandrawas looking for. As the au
tion is 
losing soon, Sandra de
idesto make a bid immediately and swit
hes her view to the web-browser, whi
h has already logged into the WWW-pages ofthe au
tion-site.Be
ause the system informs Sandra that the 
onne
tionwill likely drop soon, Sandra hurries and makes a bid for thesafety-seat and approves the Shopping Agent to make a 10$higher bid if ne

essary. Just after the tunnel the 
onne
-tion is re-established, the streamed audio restarts and Sandrare
eives a 
onfirmation that her bid was su

essful in the au
-tion.Let us examine how all fun
tionality present in the sample story 
ouldbe realized:Before Sandra leaves her offi
e, the files needed at the meet-ing are automati
ally syn
hronized between her laptop anddesktop 
omputers.Calendar Agent 
an predi
t Sandra's meeting, based on her input or e.g.be
ause the meeting is frequent. It informs a Lo
ation Agent whi
h haslearnt to asso
iate su
h information to the event of Sandra leaving theoffi
e, predi
ts that and passes the information to the File Agent. The FileAgent predi
ts the files Sandra may need in the meeting and syn
hronizesthem between laptop and desktop 
omputers.While Sandra listens to the weather fore
ast, suddenly thereis a sligth 
hange in the quality of voi
e, as the in
oming emailfrom her friend has large pi
tures atta
hed.Although nothing spe
ial would appear to happen here, the email 
ouldbe filtered to de
ide if it is important enough for 
onne
tion establishment
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ompressed before sending by a Compression Agent on theserver side. Also, the fa
t that the voi
e quality just sligthly 
hanges dueto the email might be possible only if the 
ompression ratio of the voi
e isdynami
ally adjusted before streaming blo
ks. This 
ould also be done byCompression Agent whi
h already knows about the email and thus aboutthe need for adaptation.Sandra de
ides to make a bid immediately and swit
hes herview to the web-browser, whi
h has already logged into theWWW-pages of the au
tion-site.The automatised logging into the WWW-pages of the au
tion-site 
ouldbe realized by allowing e.g. the Keyword Agent to s
an emails and find
orrelations about words and performed user a
tions. After learning theway to predi
t the fet
hing of WWW-pages, the Keyword Agent 
ouldpass the information to a Prefet
h Agent. Be
ause the fet
hing in this
ase involves logging, a Logging Agent whi
h has user authorizations fordifferent logging pro
edures migth also be involved.The system informs Sandra that the 
onne
tion will likely dropsoon.The Lo
ation Agent predi
ts the in
oming tunnel, possibly based on pre-vious trips to the same meeting or information 
oming from the servi
eprovider, and informs the QoS Predi
tion Agent. The QoS Predi
tionAgent informs the user in the 
ase of a likely 
onne
tion drop. It mightalso make other preparations in order to minimize the damages resulting.Sandra makes a bid for the safety-seat and approves the Shop-ping Agent to make a 10$ higher bid if ne

essary.Here Sandra informs the Shopping Agent whi
h then moves to the fixednetwork side to be her representative in the au
tion.Just after the tunnel the 
onne
tion is re-established, thestreamed audio restarts and Sandra re
eives a 
onfirmationthat her bid was su

essful in the au
tion.This last paragraph gives our little story a happy ending, as agents'autonomity and internal error handling enable seamless re
overy from the
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onne
tion drop. Of 
ourse error re
overy 
an be quite 
omplex in reality,but it is out of the s
ope of this presentation.It is worth noting that the explanations presented here are only draftsto illustrate agent approa
h to the problem and these solutions (used taskde
ompositions et
.) are by no means the only possible ones.While one 
ould imagine a monolithi
 system to offer all this fun
tion-ality, it is 
lear that no su
h system 
ould s
ope with every possible exam-ple one 
ould 
ome up with just sligthly altering the des
ribed situation.Without deep modularity, the software would soon be too big to manageand too resour
e hungry for equipment used by nomadi
 users. Agentsallow modular and dynami
al implementation, where system's fun
tion-ality is a result of relatively small and simple pie
es of software (agents)
o-operation. The fa
t that these software 
omponents are autonomousmeans that when the level of available resour
es is thigth, those agentswhi
h are not needed or 
an not perform satisfa
torily at the time 
anbe stored on persistent storage or even deleted without loosing the wholefun
tionality of the system.4 Learning Servi
eIn this se
tion we examine ways to support the agents in learning witheasy to use and dynami
ally initiated modellers.4.1 Modeler agentsHistori
ally, the resear
h on artifi
ial intelligen
e 
an be divided roughlyinto two se
tors: the expert knowledge approa
h and the ma
hine learningapproa
h. These two viewpoints on intelligent behaviour are both veryimportant for an agent system where adaptation is ne

essary, but on theother hand 
an not take too mu
h time or be too random a pro
ess. Insu
h a situation, we need learning to make the adaptation possible, and toguide and speed up the learning we need expert knowledge of the learningdomain.The expert knowledge is typi
ally represented as either hard-wired
ode in an agent, symboli
 representations allowing symboli
 reasoning,or both. We 
all agents possessing expert knowledge intelligent agents.Their properties are not 
onsidered to in
lude learning or adaptation to
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h is what separates so 
alled learning agents fromthem.The differen
e between intelligent and learning agents is not in realityalways so 
lear. But this distin
tion serves our purposes here, as it illus-trates a 
lear way of making a learning agent out of an intelligent agentby adding adaptive 
apabilities to it. This 
an be done by offering helpfor the modelling of the world in whi
h the intelligent agent is.We propose a Learning Servi
e, whi
h offers the possibility for agentsto easily initiate different kinds of modellers in order to use them as sup-port for de
ision making. These models 
an be equipped with agent prop-erties in order to make them interoperate easily and have the basi
 meansfor error handling et
.We 
all these agents whi
h are initiated by the Learning Servi
e (basedon the requests from intelligent agents) as Modeller Agents. We see sev-eral potential benefits in using them:� They fa
ilitate the use of modelling in agent systems by offering aneasy-to-use interfa
e to a set of generi
 model types.� The initiation and 
hange of different kinds of models is dynami
,whi
h offers good grounds for developing s
alable solutions, whereenvironmental 
onditions affe
t the modelling methods 
ho
en.� The dynami
al life span of Modeller Agents also makes it possibleto try making automated sear
hes for the best available modellingmethod. This 
ould 
ome in handy espe
ially during the develop-ment of the system, although a large set of usable algorithms and
ommon ways to guide the sear
h among them would most probablybe needed to make this approa
h really useful.� Using the same algorithms for many agents has the potential to savememory within most environments, as the 
ode does not have to bereprodu
ed.As with any servi
e, the 
areless usage of the Learning Servi
e has alsoa potential to waste resour
es. For example in ready-for-market systemsthe initiation of the modellers should surely be based on known needs,espe
ially if the resour
es are limited, whi
h is the 
ase most often withinpervasive 
omputing.
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eption Servi
eIn this se
tion we examine what benefits 
ould be rea
hed by 
entralizedhandling of agents' per
eptions and propose a new agent servi
e for thetask.5.1 Adaptation via Chains of Intera
tionWhen humans or animals rea
t to the 
hanges in environment, the finala
tion is a produ
t of a series of events. First, the 
hange a
tivates aper
eption within the sense organ affe
ted. If the phenomenon 
ausingthe per
eption in question happens to be e.g. a voi
e, after arrival of theair pressure 
hanges in the ear, raw information of them is then pro
essedstep by step in different parts of the brain. When finally the per
eptionis brougth to the lo
us of attention, it might already be asso
iated withmeanings and mental images, whi
h the voi
e has triggered. However,not all per
eptions 
ome to the lo
us of attention, and not all of thosewhi
h do, generate any physi
al a
tion.The framework presented here 
an be seen having resemblen
e to this
ultivation of per
eptions des
ibed above. Per
eptions are 
aused by theenvironment and by the agents. The system is not restri
ted to "real-time" per
eptions. Different kinds of models 
an be used to 
ultivateper
eptions (
lustering, filtering et
.) and bring memory properties tothe system. In most multi-agent environments the 
ultivation and mem-orisation of per
eptions would o

ur only in ea
h agent separately.The 
ultivation of per
eptions happens in 
hains of agent interopera-tion, where the agent pre
eding in the 
hain is per
eption produ
er for thefollowing agent, and the following is per
eption 
onsumer for this interop-eration. One form of 
ultivation is modelling, where those aspe
ts of theinformation whi
h are seen as 
riti
al for de
ision making are extra
ted.In the former se
tion we introdu
ed one way for adding modelling
apabilities to the system with the help of the Learning Servi
e. In thisse
tion we are interested in finding ways to make the information flowsbetween agents more easily administret.
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eptionsIn the story, we did not yet deal with the problem of how the agents findea
h other in order to intera
t and 
o-operate. This is in fa
t one of thebasi
 problems for any multi-agent system, where all agents 
an not beknown at the time of implementation. The usual solution to this problemis to use some agents, whi
h all agents know, as brokers. Within thisapproa
h the agents are usually divided into three types: broker, servi
eand 
lient agents. Client agents use the servi
es provided by servi
e agentsin order to a

omplish tasks they 
annot solve on their own.While this approa
h to agent intera
tion is very general, it does notoffer us mu
h help for the 
entral problem in learning to predi
t futureevents: finding 
orrelations between different situations and events. Thismeans that usually the 
orrelation must be known to exist at the timethe agent is implemented, or otherwise it may never be found.To ta
kle for example this problem we propose a Per
eption Servi
e,to whi
h agents may offer all per
eptions they think migth be off valuefor learning in the system. We see that there appears to be many reasonswhy a single entity handling per
eptions in a 
entralized way 
ould be ofvalue:� The s
alability of the system. The 
entralized handling of per
ep-tions is important for the s
alability of the system, as it makes itsimpler to use 
ommon models within Per
eption Servi
e for ad-justing the amount of storing the per
eptions, mapping them to lessresour
e-
onsuming stru
tures et
.� Easy organization of hierar
hi
al learning. The above-mentionedmappings 
an be, for example, 
lustering, 
omplex models for pre-di
ting future values of given per
eptions, or anything in between.So besides s
alability, 
entralizing of per
eptions is good for effi
ientand more easily organised learning. Taking the Modeller Agentsinto a

ount is easy by supporting e.g. periodi
 subs
riptions to theinformation the models need for updating.� Finding unknown 
orrelations. If the handling of per
eptions werede
entralized, some dependen
ies 
ould be impossible to find. Be-
ause all learning tasks are not known beforehand, there is not evenin prin
iple a way to group per
eptions to isolated groups without
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tive Software Agents in Pervasive Computing 103the possibility that an optimal learning model would need per
ep-tions from different groups. If the handling of per
eptions is 
entral-ized, it is easy to 
olle
t data even for datamining purposes, whenthe resour
es allow. This 
an be really valuable in 
omplex domains.� No sa
rifi
e of agent autonomy. As the name per
eption servi
esuggests, the 
entralization does not restri
t the agents' behaviour,it 
an be 
onsidered as an optional servi
e for them.We see that learning for adaptation will in most 
ases be hierar
hi-
al su
h way that '
ultivative' information flow between agents is onedire
tional. This is the 
ase for example in all the outlined 
hains ofintera
tion of the example story in se
tion 3. This kind of hierar
hi
alagent intera
tion bears similarity to so 
alled Layered Learning, whi
hwas developed by Stone to handle 
omplex multi-agent domains. It hasbeen very su

esfully deployed in e.g. roboti
 so

er [4℄.One very important aspe
t of the Per
eption Servi
e is that it givesus an easy way to use mu
h more resour
es on system development timefor learning than will be possible to give when the system is ready. Thedevelopers 
an for example use more memory than is usually available forend-users in order to perform datamining for finding 
orrelations.6 Optimising the systemIf we 
an 
onstru
t a utility-fun
tion to 
al
ulate the overall utility theagent system re
eives, we 
an see the agent system as a whole as oneagent and sometimes even try to use the same methods as for individualagents for optimisation.For example in a setup 
onsisting of a user's wireless terminal anda node representing the fixed network the terminal is 
onne
ted to, theoverall utility-fun
tion 
onsists of at least the following elements:� User Rewards (UR), like the reward of the user getting data withouttoo mu
h in
onvien
e or delay et
.� User Costs (UC), like the 
ost of data transfer et
.� Servi
e Provider Costs (SPC), like the 
ost of prosessing data onthe fixed network side et
.
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tion 
an be expressed:Ug = UR�UC� SPC :All of these utilities (rewards and 
osts) 
an be 
omposed of a setof lower level utilities. The fundamental problem for using the utilitiesfor system optimisation is nevertheless that there are no general ways tobalan
e them well. For example, to balan
e the user rewards and 
osts
on
erning data transfers, we would need to know how mu
h the useris willing to pay for 
ertain data to be transferred in a 
ertain time�in
ertain 
onditions. It is obvious that regardless of how advan
ed our usermodelling methods are, we 
an never know exa
tly how the user feels atthe moment about given data, without her telling it via the user interfa
esomehow.

Dead-line Time

Utility

Figure 1: Example of utility-fun
tion for re
eiving the dataHowever, for optimisation purposes during the development time of thesystem, we 
an use models of different kinds of users. In the 
ase presentedabove, we for example know the approximate form of the utility-fun
tionfor the user re
eiving the data (Figure 1). To study the domain field, we
an run lengthy simulation runs with different kinds of utility-fun
tionsand 
al
ulate an overall utility of different solutions.
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tive Software Agents in Pervasive Computing 105If there are not fundamental flaws in simulations or utility-fun
tions,the solution giving the higher overall utility over time should in the ma-jority of 
ases be a better solution in a real-life situation than the onewith lower overall utility. Of 
ourse the limits of simulations and 
on-stru
ted utility-fun
tions must be taken into a

ount, therefore expertknowledge of the domain should be used when evaluating the solutions.While the results we get this way are might be only indi
ative, they 
anstill be very valuable in 
omparing one solution over another and findingpossible bottle-ne
ks of the system et
.7 Con
lusionsIn the area of pervasive 
omputing, where seamless user experien
e andthe 'vanishing' of underlying 
omputing are goals, predi
tions about thefuture 
onditions and events are of great importan
e. In this presentationwe examined ways to make it easier to develop 
ollaborative learningagents whi
h have predi
tive tasks.In the Monads proje
t, the 
entral ideas of the presented framework,the Per
eption Servi
e and the Learning Servi
e, have been implementedusing Java. They have been used extensively in realising a multi-agentsystem where agents perform predi
tive tasks, essentially the predi
tionof Quality of Servi
e (QoS) the user is about to fa
e in her near future.The evaluation is performed in a simulated wireless environment, wheresimulated nomadi
 users perform different kinds of data transfers. Whilethe evaluation of the system is still unfinished, we believe from our ex-perien
es in realising the predi
tions present at the moment, that theapproa
h bears potential and deserves further resear
h.A very interesting subje
t for further resear
h would be to examinethe possibilities for finding a good way to give boundaries to the learningpro
ess running in simulation and how the sear
h for the best solutioninside these boundaries 
ould be easily guided.The points taken in this presentation 
an be summarised:� The fun
tion of a multi-agent system where aim is in hierar
hi
allearning 
an be seen as information flows inside 
hains of agents.� These flows may 
ross and mix, the goal is to 
ultivate the informa-tion for de
ision making.
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omplex domain information flows 
an be realised in myriads ofways and there are many open problems in de
iding, whi
h of theseis the one giving the optimal solution. Thus ad ho
 methods anditerative trial & error approa
hes are used.� This means that there is a need to make trialing between differentsolutions as easy as possible.� We propose two new servi
es: the Learning Servi
e for realisinga dynami
 and easy way to use generi
 algorithms for modellingpurposes, and the Per
eption Servi
e for making the realisation ofinformation flows from one agent to another easier, espe
ially inthe 
ase of so-
alled Modeller Agents initiated using the LearningServi
e.� We see the use of these servi
es as 
omplementary to existing agentframeworks, their use should not restri
t the use of other methods.� For 
omparing different solutions, an overall utility-fun
tion of thesystem should be 
onstru
ted, if possible. It 
an be used to examinethe system with simulations of real-life situations.Referen
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