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tionDuring the last years an intensive growth of the Internet infrastru
turehas been observed, both with regard to the number of 
ustomers andto the servi
es provided. It results in higher loading and utilization oflo
al servi
e providers (LSP)�the 
losest Internet servi
e providers (ISP)to the 
ustomers. The performan
e of the whole Internet infrastru
turedire
tly depends on the 
apa
ity and fun
tionality of LSPs be
ause they
arry most of the burden due to total Internet growth.A typi
al example of LSP is the Federal Petrozavodsk RUNNet Node(FPRN), whi
h is supported by the University of Petrozavodsk. FPRNis a testbed system for various resear
h a
tivities 
ondu
ted by the LSPPerforman
e Analysis Group of the Department of Computer S
ien
e ofthe University of Petrozavodsk.
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omposition of a LSP on four main subsystemsAs was shown in [1℄, LSP 
an 
hange rapidly, both quantitatively andqualitatively, but through all these 
hanges its stru
ture remains essen-tially the same. More exa
tly, there are four main subsystems: 
ustomer-a

ess servers, internal Internet servers, internal LANs, and external 
han-nels (EC) to higher-level servi
e providers.To illustrate our understanding of LSP notion we first shortly presentsome theses from [1℄, where further referen
es 
an be found.Figure 1 depi
ts this de
omposition of any LSP system. The stabilityof this stru
ture is quite natural as the stru
ture elements 
orrespond tothe main fun
tions of LSP.The growth of the Internet infrastru
ture in
reases the role of variousdistributed servi
es lo
ated throughout the world. This means that theimportan
e of external 
hannels 
ontinues to grow, be
ause they providethe 
ustomers with data-transport fa
ilities to a

ess these servi
es.The performan
e evaluation and 
apa
ity planning problems of the ex-ternal 
hannel subsystem are an integral part of a more general one�LSP
apa
ity planning. The performan
e evaluation of EC requires intensivepro
essing of the transfered data and it is not an easy problem sin
evolumes of transfered data are huge, so it seems unpra
ti
al to perform
omplex pro
essing of the traffi
 data on a very fine granularity level(o
tets and pa
kets). In this 
ase a new approa
h�flow-based�appearsto be more adequate and helpful. The approa
h uses data flows (pa
kettrains) as elementary data units instead of individual pa
kets.Different sides and features of the approa
h are intensively investi-gated now by Internet 
ommunity [4, 5, 6, 7℄. We dis
uss 
hara
teristi
sand advantages of the approa
h and its potential helpfulness for the ECanalysis. Our goal is to systematize the approa
h as from theoreti
al so
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ti
al points of view with aim to 
reate stable, 
omplete frame-work for further resear
h.The rest of the paper is organized as follows. In se
tion 2 we des
ribegeneral aspe
ts of the EC subsystem and its different layers of traffi
des
ription: the pa
ket layer and the flow layer. Se
tion 3 introdu
essome theoreti
al issues of the flow-based approa
h: a basi
 definition of aflow and an example of a 
onstru
tion of a more 
omplex obje
t for theformal des
ription of EC on the flow layer. Some important pra
ti
alaspe
ts of the approa
h are 
onsidered in se
tion 4. In se
tion 5 wedemonstrate examples of some a
tual problems of EC traffi
 analysis forwhi
h the approa
h 
an be su

essfully applied. Se
tion 6 summarizes thekey features of the approa
h.2 The External Channel SubsystemIn this se
tion we briefly des
ribe what an external 
hannel is, its generalproperties and two main layers of the data des
ription available for EC:the traditional pa
ket layer and the more aggregated flow layer. Thelatter is a basi
 layer for the flow-based approa
h.2.1 General ConsiderationsAn external 
hannel 
an be defined as a devi
e that transfers data betweenLSP and higher-level servi
e providers. In general, LSP has several ECsas shown in Figure 2. All nonlo
al traffi
 therefore is separated betweenthe 
hannels and ea
h EC 
arries only a 
ertain portion of the total traffi
.
System
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EC3
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3Figure 2: LSP with 3 external 
hannels EC1, EC2 and EC3 to high-levelservi
e providers ISP1, ISP2 and ISP3
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Figure 3: An external 
hannel as a data-transport devi
e for nonlo
al
ommuni
ations of the 
ustomersFigure 3 shows a lo
ation of the EC subsystem in the LSP system.Routers R1 and R2 are endpoints of the external 
hannel. Router R1belongs to the LSP�it is its peer point, but R2 is not an element of thisLSP�it is a peer of a 
orresponding high-level servi
e provider.The routers divide the external 
hannel on three links: l1, l2 and l3.All external traffi
 must flow through all these links, but it does not meanthat the traffi
 is the same for ea
h link. The routers 
an restri
t traffi
 orgenerate auxiliary traffi
 a

ording to their internal algorithms, 
ustomeradmission and resour
e sharing politi
s.This fa
t be
omes essential when one 
hooses a lo
ation of a meterto 
apture the traffi
 data. Different lo
ations 
an 
ause different resultsand the adequate sele
tion depends on the resear
h goals. For instan
e,analysis of R1 performan
e requires all data of the link l1, but the traffi
of the link l2 is preferable for the distribution of the external data usageby the lo
al 
ustomers.In the 
ase of the performan
e evaluation problem EC 
an be regardedas a network link of a spe
ial type. Figure 4 shows this idea. There are a
External Channel

Figure 4: External 
hannel as a link of a spe
ial type
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es that are served. These sour
es aredistributed over the Internet as well as lo
ated in the LSP system. Thelink is therefore 
hara
terized with a high level of heterogeneity and hugedata volumes. The performan
e evaluation mainly needs information onhow data are sent, information on data re
eivers are less important. Forthis reason the figure does not 
ontain the data destinations.2.2 The Pa
ket LayerPa
kets are very natural data units for data ex
hange. Thus, tradi-tional approa
hes to analyze traffi
 data use pa
kets as the smallest units.This approa
h is 
alled pa
ket-based and it performs data pro
essing onthe pa
ket layer.The key idea of the pa
ket-based approa
h is shown in Figure 5. Onthe pa
ket layer, the external 
hannel is defined as a devi
e that sequen-tially transmits pa
kets. The 
hannel 
annot serve more than one pa
ketat a time. Thus, on any finite time interval there is a sequen
e of trans-mitted pa
kets: p1, p2, . . . , pn sorted with time. Ea
h pa
ket pi is 
har-a
terized by the following set of attributes: endpoints ei (sender andSequen
e of transmitted pa
kets
1

p pp
2 n. . .| {z } Storage forpa
ket re
ords

.

1 1 1 1

2 2 2 2

..
n n n n

(e  , t  , d  , a  )

(e  , t  , d  , a  )

(e  , t  , d  , a  )Figure 5: For ea
h 
aptured pa
ket one must store a re
ord with pa
ketattributes: end-points, timestamp, data volume and auxiliary items
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eiver1), timestamp ti (the moment when a pa
ket was dis
overed inthe external 
hannel), data volume vi (des
ription of data 
ontents), andpossible auxiliary attributes ai if any (for example, proto
ols, flags, et
.).Thus, formally we haveDefinition 1 Pa
ket p is a quadruple (e; t; d; a).An example of a 
on
rete set of su
h attributes, whi
h is used inTCP
onan system, 
an be found in our paper on TCP
onan system [3℄.On the pa
ket layer the 
olle
ted data 
ontain a re
ord for ea
h pa
ket.As a result, it requires a large amount of memory to save them. Huge datavolumes require not only appropriate memory�it makes data pro
essingvery time-
onsuming. This limitation 
an be a reason to refuse using alot of well-known data analysis algorithms in pra
ti
al appli
ations, forexample in real-time monitoring systems.2.3 The Flow LayerIn many 
ases there is no need to use so fine granular level that is availableon the pa
ket layer. One would like to see a general (averaged) pi
turehow the examined system behaves. He/she is not interested in a lot ofminor details, 
aused with a single pa
ket or a small group of them.Measures of data volume in pa
kets results in extremely lengthy se-quen
e of values (ea
h value 
hara
terizes a single pa
ket). It 
onsumesex
essive resour
es to keep and pro
ess the data. A modern data pro
ess-ing system requires s
alable data units that 
an be tuned to the aggre-gation level wanted, a

ordingly with the aims of resear
h and availableresour
es.Numerous minor details and outliers make the analysis diffi
ult. Some-times it might be 
ompli
ated or even impossible to separate proper eventsthat were indu
ed by real pa
kets, and false events that were a result ofmeasurement errors. This may signifi
antly distort the results of the anal-ysis.An ordinary pa
ket sequen
e does not 
apture dependen
ies betweenpa
kets in an expli
it form. It requires additional pro
essing to dis
overthem. Standard statisti
al methods like regression analysis or self-similarmethods give some estimate but in many 
ases it may be diffi
ult to finda good physi
al explanation to treat them satisfa
torily.1In pra
ti
e, they usually 
orrespond to IP addresses
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kets are a hardware-oriented measure of the performan
e. Theyare not adequate units for user-oriented metri
s. A single user a
tion doesnot involve a single pa
ket, but generates a whole group of them�a job,a transa
tion, a session. Thus, this a
tivity should be measured in moreaggregative units that are 
loser to the user's per
eption of the network.There is an alternative to avoid all these disadvantages of the pa
ketlayer�to use more aggregated data units whi
h 
ombine several pa
ketsin one group. These groups are 
alled flows. The flow�based approa
huses flows as elementary data units. The 
orresponding granularity layeris 
alled the flow layer.A formal definition of a flow will be presented in the next se
tion.Nonformally, one 
an regard a flow as an arbitrary group of pa
kets or-dered in time. For example, one 
an define one flow as �all pa
kets sentby host alpha.
s.karelia.ru�, and another flow as �those FTP-DATApa
kets that were observed between 8 p.m. and 9 p.m.�.3 Theoreti
al Aspe
ts of the Flow�BasedApproa
hAny theory requires formal definitions and 
onstru
tions that make astudy unambiguous and serve as a base for further resear
h. In this se
tionwe give a general definition of a flow and demonstrate a more 
omplex
onstru
tion for the formal des
ription of the flow�based traffi
.3.1 DefinitionsDefinition 2 Define a flow � as a nonempty finite subsequen
e of atotal pa
ket stream.A link 
an serve many flows simultaneously. Thus, a 
ertain systemof all observed flows is ne
essary.Definition 3 Define a flow system � as a set of flows satisfying theproperties: i) any two flows �1; �2 2 � have no shared pa
kets, andii) for any pa
ket p there is a flow � 2 � that 
ontains p.A flow unites all pa
kets with the same 
hara
teristi
s (satisfyingthe same 
riteria). Grouping pa
kets into flows transforms the one-dimensional sequen
e of transmitted pa
kets to a new two-dimensional
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Figure 6: A flow system as 2D stru
ture of traffi
 data. The X-axis
orresponds to pa
ket timestamps. The Y-axis enumerates flows1; 2; : : : ; 6.stru
ture�flow system �. Figure 6 visualizes this two-dimensional 
har-a
ter of a flow system.There are two main problems of the flow stru
ture 
onstru
tion:1. A way to form flows from pa
kets.2. A way to transform individual properties of the pa
kets to a limitedset of flow attributes.The first problem is a definition of 
ertain rules or 
riteria of the pa
ket
lassifi
ation. This is a problem of the flow identifi
ation. The se
ondproblem is a definition of what attributes a flow has and what algorithmsto use for their 
al
ulation. Pra
ti
al aspe
ts of both problems will bedis
ussed later in se
tion 4.3.2 A Matrix of the Flow SystemThe definitions of a flow and a flow system 
an be used to define a more
omplex 
onstru
tion for the formal des
ription of the traffi
. Here we
onsider one example of su
h a 
onstru
tion.On the pa
ket layer traffi
 is des
ribed by a sequen
e of transmittedpa
kets � = (p1; p2; : : : ; pn). The flow system is a more 
omplex stru
ture.
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h 39Definition 4 Let � = f�1; �2; : : : ; �mg be a flow system. Define aboolean matrix S as sij = � 1 ; if pj 2 �i0 ; otherwiseand 
all it as a matrix of a flow system (MFS).Ea
h row of the matrix 
orresponds to some flow and vi
e versa.MFS S unambiguously des
ribes the 
orresponding flow system. Itallows to present standard operations on pa
kets and flows in a 
ompa
tform. Some of its properties are listed below.1. MFS has dimension m�n, where m and n are the numbers of flowsand pa
kets respe
tively.2. Any 
olumn of MFS has all 0s ex
ept the only 1: mPi=1 sij = 1. Thisis a 
orollary of property (i) from definition 3.3. The number of 1s in any row of MFS is equal to the number ofpa
kets of the 
orresponding flow: nPj=1 sij = j�ij. This is a 
orollaryof property (ii) from definition 3.4. There are exa
tlymn different MFSs for a fixed sequen
e of pa
kets.5. Let D be a (m�k)-matrix whose rows are ve
tors des
ribing datavolumes of 
orresponding pa
kets:D = 0BBB� d1(p1) d2(p1) � � � dk(p1)d1(p2) d2(p2) � � � dk(p2)... ... . . . ...d1(pm) d2(pm) � � � dk(pm) 1CCCA ;where k is the number of different data types transfered through thelink, and dl(pj) is a volume of l-type data in the pa
ket pj . Thenmatrix B = S �D determines the data volumes of ea
h flow.6. Flows are s
alable units: any set of flows f�i1 ; �i2 ; : : : ; �irg 
anbe aggregated to 
omposite flow � that 
ontains all pa
kets of theunited flows. Using MFS the unit operation redu
ed to a sum of the
orresponding rows of the matrix.
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ti
al Aspe
ts of the Flow�BasedApproa
hThe definition of a flow as an arbitrary group of pa
kets introdu
ed inse
tion 3 is very general. In pra
ti
e one should have a more 
on
retenotion what a flow is in the study. In this se
tion we 
onsider the mostpopular pra
ti
al aspe
ts related to the flow�based approa
h: the flowidentifi
ation�rules to group pa
kets into flows, the flow attributes�values that should be kept for ea
h flow for posterior pro
essing and anal-ysis, and the flow�based workload 
hara
terization�a tunable des
riptionof the workload that allows inferen
e on resour
e utilization.4.1 The Flow Identifi
ation ProblemThere are three aspe
ts of a flow that are most important at its identifi-
ation.� Endpoints (a spatial aspe
t of a flow)� Establishment and termination (a temporal aspe
t of a flow)� Dire
tionality (an orientational aspe
t of a flow)These aspe
ts are traditionally used for the flow identifi
ation [3, 4, 5, 6℄and they determine the level of data aggregation in three dimensions:spa
e, time and orientation.Indeed, there are other parameters that 
an be used additionally orinstead of the ones listed above. For example, pa
kets 
an be 
lassifieda

ording to their size: a flow for small pa
kets only, a flow for mediumones, and a flow for large. Another example is an approa
h that usesthe 
luster analysis to dis
over pa
ket 
ondensations a

ording to somedistan
e metri
s. However, su
h 
lassifi
ations are less popular in pra
ti
eand these three parameters are enough for many performan
e evaluationproblems.EndpointsAn endpoint is a des
ription of a network 
ommuni
ation entity that a
tsas a data sour
e and/or destination (someone who or something whi
h isresponsible for some a
tivity on the network). Ea
h flow has two end-points A and B, and a logi
al data link 
an be seen between them. For
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h 41example, an endpoint 
an 
orrespond to an appli
ation (e.g. TCP port),to a host (e.g. IP or Ethernet address), to a network (e.g. address prefix,domain name or arbitrary group of hosts), to a path of the network (e.g.interfa
e number) or to some 
ombination of previous ones.Endpoints are often supposed to be the most important 
riteria for theflow identifi
ation and it is 
onfirmed with the following definition.A burst of pa
kets arriving from the same sour
e and headingto the same destination. (A

ording to Jain as quoted byClaffi [4℄)In the extreme 
ase one endpoint 
an be 
onsidered as all possible sour
esand/or destinations�flows are aggregated for one endpoint. An exam-ple is all traffi
 sent from a lo
al host (e.g. proxy.karelia.ru) to alldestinations.Endpoints 
hara
terize a level of the granularity of network 
ommuni-
ation entities. Different levels result in more or less aggregated elements.Internet servi
e providers as a rule are interested in 
oarser-grained flows
orresponding to a subnet or a host group. A more detailed granular-ity would be useful for analysis of the a
tivity of some sele
ted network
omponents like 
ertain appli
ations or hosts.Establishment and terminationThe establishment and termination aspe
t is intended to define start andstop points of a flow�the flow time bounds. The start time is equal toa timestamp of the first observed pa
ket belonging to the flow, and thestop time is a

ordingly a time stamp of the last pa
ket. Between thesetime points the flow is a
tive. The length of the a
tivity period is a flowlifetime.This aspe
t plays an important role in the flow identifi
ation, for ex-ample a flow 
an be defined asA portion of traffi
, delimited by a start and stop time, thatwas generated by a parti
ular a

ountable entity. (A

ordingto Brownlee [6℄)Various rules of the flow a
tivity period 
ould be defined, dependingon the type of data traffi
 and the demands of the analysis.
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ol paradigm.Useful if the most part of the examined traffi
 transferred with a
onne
tion�oriented proto
ol like TCP. In this 
ase, the first pa
ketof a flow (TCP 
onne
tion) has a spe
ial flag (SYN), and the lastpa
ket has another flag (FIN or RST). This allows to identify thestart and stop times expli
itely, testing these flags in ea
h observedpa
ket.� Timeout on the idle period.There is a fixed threshold T . The first observed pa
ket satisfyingall 
riteria of an ina
tive flow is the first pa
ket of this flow. Thisevent determines the start time and the flow be
omes a
tive. If aflow is idle more than time T (no pa
ket has been observed) thenthe flow is terminated, a timestamp of its last pa
ket is the flow'sstop time, and the flow be
omes ina
tive.� A fixed flow lifetime.There is a fixed value L. The examined time period is partitionedinto equal periods with length L: t0, t1 = t0 + L, t2 = t1 + L, . . . ,tn = tn�1 + L. All pa
kets are 
onsidered as belonging to a 
ertainflow if all flow 
riteria have been satisfied and all timestamps ofthese pa
kets are inside [ti�1; ti) for 
urrent i 2 f1; 2; : : : ; ng. Thefirst and last pa
kets of this group determine the start and stoptimes.� A limited flow lifetime.There is a fixed value L as in the fixed lifetime method. The firstobserved pa
ket satisfying all 
riteria of an ina
tive flow is the firstpa
ket of this flow. The flow is not a
tive more than time L. In
ontrast to the fixed flow time method, a flow 
an be terminatedearlier even if its lifetime has not ex
eeded L. For the terminationof a flow one 
an use for instan
e the proto
ol paradigm method ortimeout on the idle period.These rules 
an be used in 
ombination. For example, for 
onne
tion�oriented proto
ols the first method is preferable but in the 
ase of a SYNor FIN pa
ket loss, the 
orre
t pro
essing requires additional rules likelimiting of flow idle periods and/or flow lifetimes. Another example is a
ombination of timeout on idle periods and limited lifetime to systemati-
ally 
olle
t data for long-lived flows whi
h 
an be a
tive nearly always.
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tionalityThere are two types of flows: uni- and bidire
tional. In the unidire
tional
ase the data are sent only in one dire
tion�`forward', i.e. either from Ato B (A is a data sour
e, B is a destination), or from B to A (B is a datasour
e, A is a destination), but not in both. In the bidire
tional 
ase thedata 
an be transfered in both dire
tions.Defining flows as unidire
tional means that traffi
 between A and Bis separated into two distin
t flows: A ! B and B ! A. Thus, the
orrelation between the traffi
 orientations is lost, but it may be importantfor some types of analysis.Conne
tion�oriented traffi
 generally has bidire
tionality as its intrin-si
 property: a data stream in one dire
tion also generates a data streamin the reverse dire
tion. An example is the TCP a
knowledgment me
ha-nism that indu
es a
k-pa
kets to a
knowledge the su

essful data delivery.On the other hand, appli
ations su
h as non-intera
tive audio or video
onferen
e do not require a
knowledgments from the re
eiving end andtherefore generates unidire
tional or near-unidire
tional flows.Unidire
tional flows are easier to monitor and 
olle
t, whi
h is a reasonfor the less popularity of the bidire
tional strategy. For example, in thewidely spreaded CISCO NetFlow Te
hnology [5℄ a flow is defined asA unidire
tional sequen
e of pa
kets between given sour
e anddestination.4.2 Flow AttributesWhen a flow be
omes a
tive (the first pa
ket has been observed), a 
or-responding flow entry is 
reated and it 
ontains a 
ertain set of flow at-tributes (su
h as 
ounters for pa
kets and bytes). When a flow has beenterminated its entry is saved on a disk as a re
ord.Contents of a flow entry and a 
orresponding re
ord are 
alled flowattributes. These attributes depend on a method of the flow identifi
ation(they store a level of the aggregation) and a type of data 
olle
ted for aflow (they des
ribe events whi
h take pla
e in the duration of a flow).Attributes related to the flow identifi
ation in
lude endpoints, startand stop times, and dire
tionality des
riptions in some form. These at-tributes may be very 
ompli
ated and 
onsist of a 
omplex 
riterion. For



44 Dmitri G. Korzoun, Vi
tor N. Vasiliev, and Yury A. Bogoyavlenskiyexample, let A = 
s.karelia.ruB = TELNETC = any nonlo
al hostD = beta.
s.karelia.ruE = zeta.
s.karelia.ruOne 
an 
onstru
t a 
omplex flow 
riterion C as followsC = NOT�APPS(B)� & �SRC(D) j SRC(E)� jj DST(C) & SRC(A) & APPS(B)This 
riterion 
orresponds to all non-TELNET traffi
 generated by {beta,zeta}.
s.karelia.ru and all TELNET traffi
 of 
s.karelia.ru to anynonlo
al destination.If su
h 
riteria are used, one should implement a spe
ial format tostore them. We 
all this format an aggregation s
heme. There are twomain requirements for the s
heme: it should be i) e
onomi
al (a fewmemory 
onsumptions to store the s
heme and time-effi
ient pro
essing),and ii) 
omprehensive (its power is enough to implement all ne
essaryaggregations of the given resear
h problem).Attributes for data des
ription in the simplest 
ase in
lude 
ounts for
omponents of the flow traffi
. They are measured in bytes and/or pa
k-ets. If a flow is bidire
tional then there must be two 
ounters for ea
h
omponent: `forward' and `ba
kward'. The flow traffi
 
an be multi-typed, for example, separate 
ounters for proper data, auxiliary data andretransmitted data.Data 
ounters give a very 
oarse flow traffi
 summary. A fun
tionalform of the traffi
 dynami
s 
an be used for more detailed data des
ription.Let t1 and t2 be start and stop times of a flow. The traffi
 dynami
s 
an bedes
ribed with fun
tion d(t), where t 2 [t1; t2). The value d(t) for a fixedt determines a volume of data transfered by the flow during period [t1; t).In the simplest 
ase d(t) is linear:d(t) = t� t1t2 � t1V ;where V is the total volume of data on [t1; t2) and this 
ase is equivalent tothe 
ounter approa
h (V is a 
ounter). Fixing some intermediate points
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Figure 7: The less and more detailed des
ription of the flow dynami
s.a) no intermediate points (d(t) is linear). In this 
ase the flow dy-nami
s is uniform for all t 2 [t1; t2). b) two intermediate points t0 andt00 and two additional data 
ounters V 0 and V 00. In this 
ase period[t1; t2) is divided into three different parts: [t1; t0)�high throughput,[t0; t00)�low throughput, [t00; t2)�extremely high throughput.in [t1; t2) one 
an 
apture more detailed properties of the flow traffi
dynami
s (see Figure 7).4.3 Flow�Based Workload Chara
terizationIt is well-known that network traffi
 has a high level of heterogeneity.Traffi
 of an external 
hannel is not an ex
eption. Moreover, EC het-erogeneity is higher than for lo
al links, be
ause EC serves a lot of datasour
es distributed over the whole Internet as well as in the lo
al LSPsystem. These sour
es have very different 
hara
teristi
s and properties.It means that the traffi
 should be 
lassified into several 
lasses or types.Flows are a 
ertain 
lassifi
ation of EC traffi
 by definition. Ea
h flow
orresponds to one type of traffi
. Tuning the flow identifi
ation 
riteria aresear
her gets several data types needed for his/her study. Flows allowsto 
hara
terize the workload in terms essentially more 
lose to a problemunder study in 
omparison with pa
kets. Flows 
an be fruitfully used ona level of the user-oriented workload [7℄. In this 
ase they are related tothe number of users, jobs, sessions, et
.
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tor N. Vasiliev, and Yury A. BogoyavlenskiyThe workload 
hara
terization may in
lude (a

ording to Lam andChan [7℄):1. The number of hosts or appli
ations simultaneously sending data tothe 
hannel. Using the flow�based approa
h this problem is redu
edto the number of simultaneously a
tive flows.2. Mean user think time. On the flow layer it 
orresponds to meanduration of the ina
tive flow period.3. Resour
e requirements for a single user a
tivity. This 
hara
teriza-tion 
an be des
ribed with some statisti
al estimations of the flowlifetime and/or volumes of the flow data.Summarizing all mentioned above we 
on
lude in this se
tion that theflow�based approa
h is a very flexible and tunable s
heme to 
olle
t dataneeded. It 
an be applied for almost any problem of the EC performan
eevaluation presenting measured data in the most adequate form.5 External Channel on the Flow LayerIn this se
tion we give a review of problems for EC performan
e evalua-tion. Then we demonstrate appli
ations of the flow�based des
ription fortwo important problems: defining of metri
s for EC performan
e estima-tion and EC traffi
 dynami
s.5.1 Problems of EC Performan
e EvaluationThere are several problems of EC that are important in the 
ontext of theperforman
e evaluation.� Traffi
 stru
ture� Throughput� Utilization� User�oriented metri
s� Resour
e s
heduling� Stability / burstness
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 stru
ture identifi
ation 
an be treated asmost important. It is the base for a su

essful solution of all other prob-lems. The knowledge of the traffi
 stru
ture allows us not to 
onsider ECas a �bla
k-box�, but as a system with a known internal 
omposite orga-nization. In the simplest 
ase, the data sour
es, defined in some properway, 
an be 
onsidered as good 
andidates for the role of elements for thetraffi
 stru
ture.Throughput is a measure of the EC performan
e and it is generallydefined as T = VL , where V is a volume of data transferred during pe-riod L. A

ording to the flow�based approa
h throughput is measuredin flows per se
ond. Tuning the flow aggregation level one obtains anadequate measure for his/her study. Throughput evaluation traditionallyin
lude two parts: i) throughput dynami
s analysis and ii) throughputpredi
tion. The main aim of the throughput dynami
s is to dis
overthroughput trends, 
y
les and some standard patterns like daily, weeklyand monthly summaries.EC utilization is a measure of the EC usage and generally defined asU = TB , where T is the measured throughput and B is the maximumbandwidth of the 
hannel. Bandwidth 
hara
terizes an upper limit ofEC resour
es. Bandwidth is a te
hni
al parameter and traditionally isavailable only in bps (bits per se
ond) units. In the flow�based approa
hthe throughput is measured in more aggregated units and, therefore, amore pre
ise formula is U = a TB , where a is a transmission 
oeffi
ient(flows to bits)2 whi
h depends on the 
hosen flow identifi
ation method.Flows are ex
ellent data units as input parameters for user-orientedmetri
s. Generally, the user-oriented metri
s in
lude metri
s of resour
e
onsumption for an average user's a
tivity. Flows 
an be defined in su
ha way that they would be a refle
tion of this a
tivity: ea
h 
ompleted usera
tion 
orresponds to a flow. An example of su
h a
tivity is a user sessionthat 
an be 
hara
terized with total data volume, available throughput,time spent, et
. In these 
onditions the total number of nondegenerateflows is another important 
hara
teristi
 of EC that estimates the numberof users that 
an be served simultaneously on a 
ertain satisfa
tory level.EC simultaneously serves many users (flows) that 
ompete for the ECresour
e�its bandwidth. The analysis of the resour
e s
heduling between2This 
oeffi
ient is available only in some averaged form, for example, mean valueof flow data volume.
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tor N. Vasiliev, and Yury A. Bogoyavlenskiythese flows is very important, be
ause a user is interested in fair shar-ing. Existen
e of dominated users that 
onsume the most part of thebandwidth may disappoint and antagonize other ones.The ratio between stability and burstness is an important fa
tor ofthe EC performan
e. The presen
e of traffi
 bursts means that there 
anexist periods when EC is extremely either overloaded or underloaded. Ahigh level of EC stability means that some key parameters of the linkhave a low variation (flu
tuate on a 
ertain level) even if in the presen
eof highly variable data traffi
. Closely related to the stability/burstnessproblem is a problem of optimal EC rea
tion on traffi
 
hanges, be
ausethe optimal strategy generally requires to rea
t with a minimum 
hange(stability preservation). As a rule, the signifi
ant 
hanges of EC behavioris a result of EC in
apability to adopt to transit traffi
.5.2 EC Flow�Based Metri
sThere are three general 
lasses of metri
s.1. Current state des
ription.2. Virtual metri
s.3. Combine metri
sCurrent state metri
s are generally evaluated based on real measure-ment data. Their aim is to estimate how EC manages with the 
urrenttraffi
. An example is the averaged throughput U(t) that is available for auser in time point t, or the response time �(t; v; e) that has been requiredfor transmission v units of data starting in time t to endpoint e.Virtual metri
s are ne
essary for the so-
alled what-if-strategy. Theyestimate virtual events that have not happened really, but they 
ould or
an be: what would be if the traffi
 is 
hanged in some way. An exampleis the predi
ted total throughput eU(t) that is expe
ted in time t. These
ond example is expe
ted time 
onsumption e� (t; v; e) to transfer v unitsof data starting at t to endpoint e. Some estimations of EC variability alsobelong to the virtual metri
s. For example 
hanges of the EC utilizationon adding flows to or removing them from the total traffi
.Combine metri
s are some 
ombinations of the previous two. Theyallow estimating a total state of EC. For instan
e, 
onsider the responsetime �� of flow � as the time required to transfer a unit of data with this
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an evaluate this value �� for real flow �, and ��v for virtualflow �v . A response time 
oeffi
ient 
an be defined asK = ���� + ��vIf K is 
lose to 1 then EC has less free resour
e for additional flows. If Kis signifi
antly less than 1 then it means that EC has available bandwidthand it is 
apable to work with a larger amount of traffi
.5.3 EC Traffi
 Dynami
sIn the 
ase of EC dynami
s there exist some general 
hara
teristi
 prop-erties that 
an be formulated on the flow�layer.Suppose that 
onditions of the EC environment are fixed:� New flows do not appear in the external 
hannel.� Existing flows are not terminated.� Individual behavior of flow traffi
 does not 
hange for ea
h flow.� Network elements are also stable.In these assumptions all existing flows should rea
h a stable regime withthe maximum available throughput. These throughputs are limited byfiniteness of EC resour
es and their sharing between all 
on
urrent flows.The stable regime 
an be 
onsidered as some optimal state of EC, be
ausemoving out from this state de
reases the flow throughputs. Indeed, thisonly 
on
erns those ECs that try to adopt to users' requirements as mu
has possible. ECs that do not have this property should be 
onsidered asnot 
orre
t.Unfortunately, these assumptions on the stability do not fit the reality.Components of the EC environment are subje
t to various alternations.These alternations are dis
rete in time be
ause of the dis
rete 
hara
terof the Internet.When an alternation has had a pla
e flows try to adopt to new 
ir-
umstan
es and to rea
h the optimal stable regime. EC attempts to redis-tribute its resour
es between flows, but this attempt also 
ondu
ts a newalternation. Thus, one alternation is the reason for another and so on�there is a sequen
e of the 
orrelated alternations. Figure 8 demonstratestwo types of su
h alternations for the throughput.
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t’ t’’ time
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t’ t’’Figure 8: Correlated alternations of the throughput. a) The first alter-nation (e.g. termination of a flow) at t0 resulted in several subsequentjumps of the throughput that either overestimate or underestimatethe optimal value, but ea
h following is 
loser to the optimum, whi
his rea
hed at t00. b) The first alternation (e.g. appearan
e of a flow)resulted in a very redu
ed throughput, but EC had available resour
esand subsequently improved the throughput and the stable regime isrea
hed at t00.We define EC as naturally working if it always tries to move to the op-timal stable regime while the environment 
onditions are the same (fixed).Su
h ECs do not degrade the flow performan
e.In the general 
ase, different ECs rea
h the stable regime with differ-ent speeds. This allows 
omparing ECs: if one EC 
onsumes less timethan another to move to the optimal state, then the first EC works moreeffi
iently than the se
ond one.6 SummaryIn this paper we 
onsidered the flow�based approa
h, its theoreti
al andpra
ti
al aspe
ts and dis
ussed its possible appli
ations to a problem ofthe EC performan
e evaluation.The following list summarizes the key advantages of the approa
h.� Signifi
ant redu
tion of data volumes (flow data 
an be effi
iently
olle
ted and pro
essed).� Data aggregation to the appropriate level (removing minor detailsand outliers).� S
alable data units (several small flows 
an be aggregated into anew 
omplex flow).
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orrelations (a flow is a group of
orrelated pa
kets).� Different levels of the workload 
hara
terization (the most impor-tant 
ase is the user-oriented one)� More useful terms to des
ribe various traffi
 properties (for example,natural EC behavior).This approa
h has a great potential for su

essful traffi
 pro
essing andanalysis and it is sure to be put in pra
ti
e by the modern resear
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