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Intelligent Agents for Nomadic Users 1111 IntroductionThe age of nomadic computing is coming. Mobile computing equipmentsuch as laptop computers, hand-held devices, and perhaps even wearablecomputers will dominate computer markets in the future. They will bein everyday use by everyone, providing access to computing services any-where and anytime. Users are no longer tied to their o�ces and homes.They will carry computing and communication equipment with them, anduse them while on the move. This introduces a completely new conceptto be taken into account by software developers|the location of the user.People behave di�erently in di�erent locations; their actions, needs, andinterests strongly depend on their current or near future location. Usersdo di�erent things with their computers at home than at work, they need adi�erent kind of information while shopping than on the way to a businessmeeting, and so on.When connected to a network, a mobile computer becomes a verypowerful tool; it can be used to access all information on the Internet,perform tasks requiring heavy computation as remote processes, and tocommunicate with other users. When a cable connection is not available,mobile computers are connected to the network using some wireless con-nection, a mobile phone or wireless LAN, for example. Unfortunately,traditional network applications and protocols designed to be used witha fast and reliable connection do not work well enough with a slow anderror-prone wireless link [1]. They cannot properly handle situations inwhich the quality of the data transmission varies all the time.Again, the location of the user plays an important role. Every mobilephone user knows that at some locations the connection is always excel-lent and somewhere else it is always inferior. Even the whole computingenvironment may vary according to the location; in the o�ce, the usermay use a wired LAN network, elsewhere inside the building a wirelessLAN, outdoors a GPRS/UMTS network, and at home a modem connec-tion. Whatever the computing environment, whatever the quality of theconnection, applications should be able to adapt themselves so that theywill optimal for the user.Solving the problems of wireless communication is not enough|weshould also develop new kinds of services and applications in which thelocation of the user is taken into account. To name some examples, wecould develop a group of services targeted to tourists in a strange city:



112 Pauli MisikangasMobile computers could be used to �nd information about hotels, restau-rants, shops, and exhibitions that are near the user or on his/her way. Ahand-held PDA (Personal Digital Assistant) could tell the user which busto take and when to get o�, when given only the destination. A group oftourists could let their PDAs arrange a rendez-vous not too far away fromanyone, so that they can meet each other after wondering around the citythe whole day|when no one knows the exact location of the others.As we can see, supporting nomadic users is a great challenge to soft-ware developers. Nomadic applications must be more intelligent thanmost applications of today. Because of the dynamic environment they areused in, applications must be capable of adapting to the circumstancesand to the needs of a user. Due to the lack of resources, every operationperformed must be considered carefully. For some applications, being pas-sive and waiting for the user to make some requests, is not acceptable.Instead, they should be active, taking the initiative and doing their tasksautonomously. We could, for example, have an intelligent connectionmanagement system that makes autonomous decisions on when to openor close a connection, always selecting the best available media accordingto the user's preferences (e.g. fastest connection, lowest price). Moreover,nomadic applications should work as a team, taking each other into ac-count, negotiating about future actions, and sharing knowledge. Withoutco-operation and coordination, autonomously working applications couldeasily end up �ghting for available resources so that none of the applica-tions gets its job done well. On the other hand, each application shouldalso be able to operate autonomously, without presence of others. To sayit with one word, we need agents.We have already pointed out several application areas for intelligentagents supporting nomadic users. In all of them, intelligent behavior isbased on knowledge about the user's location and movement. Thus, it allboils down to the questions: where is the user now, and where is he/shegoing? The �rst one is easy to answer if we have some kind of positioningdevice, for example GPS, attached to the terminal. Future terminals willvery likely have a built-in positioning system, so we can safely assume thatthe geo-location of the user is always known. However, the latter questionis a much more di�cult one. Several applications need to know the futuregeo-location of the user, but we cannot assume that this information isalways given by the user. Thus, the system must try to predict the user'smovement.



Intelligent Agents for Nomadic Users 113In this paper, we will describe a method for learning the regular routesof a user and predicting terminal movement. Movement predictions canthen be used by intelligent agents supporting nomadic users. As an exam-ple, we present an intelligent agent that predicts future Quality-of-Serviceof a wireless connection by using the knowledge about future location [2].But �rst, we shall give an overview of the Monads project [3] in whichthis research is carried on.2 Monads OverviewThe research project Monads [3] examines adaptation agents for nomadicusers. It is carried out by the Nomadic Computing Group at the Com-puter Science Department at the University of Helsinki, Nokia MobilePhones, Sonera, and Nokia Telecommunications; funded also by the Na-tional Technology Agency of Finland (TEKES). The project started inFebruary 1998 and is scheduled to run until December 2000.Figure 1 outlines the native computing and communication environ-ments in Monads. The key elements are terminals, access nodes, andservice nodes. In the Monads architecture a mobile terminal device isconnected to the �xed network through a weak connection, ranging fromslow wireless networks to high-speed �xed networks. Supported wirelessdata network technologies will include existing technologies, such as GSMData [4] and Wireless LAN [5, 6]. In the future we will also supportGPRS [7], perhaps also some WAP protocols [8], and other next gener-ation wireless technologies. The access node is a �xed host in the �xednetwork, which provides connectivity for mobile terminals to the �xednetwork. An access node can be hosted by a public service provider, orit can be located in the private network of an organization. The servicenodes are hosts in �xed networks providing di�erent kinds of services toboth nomadic users and users using wired connections.The goal of Monads is to help nomadic users and nomadic applicationdevelopers in the following ways:� Improve the e�ciency of existing network applications such as Webbrowsers. This should be possible with none or minor modi�cationsto these applications.� Provide a base for building Monads-speci�c applications that takefull advantage of the Monads system, and therefore are able to usewireless links more sensibly than regular applications.
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Access  NodeFigure 1. Monads System Reference Con�guration� Optimize the establishment, con�guration and maintenance of wire-less connections with regard to cost and response time. Often con-nections are quite expensive, and in those cases the system shouldcarefully consider when the connection is really needed, and worko�-line whenever possible.The Monads system is based on the idea of adaptive, collaborativeagents, as depicted in Figure 2. Each type of agent encapsulates knowl-edge about its particular domain: Data Communication Agents under-stand the properties of di�erent communication infrastructures, such asGSM Data, WLAN or GPRS. User Interface Agents know the capabili-ties of the terminal, such as its display type. And �nally, Service Agentsare aware of the constraints that apply to their service, such as the mini-mum bandwidth it needs, and know if and how it can be scaled down forlow-bandwidth connections.Each of these agent types uses their knowledge for adaptation, bothinternally and collaboratively. Data Communication Agents adapt to thecommunication infrastructure, so that service agents do not have to con-
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Figure 2. Monads Adaptation Modelcern themselves with how Quality-of-Service constraints are mapped tothe parameters understood by the communication infrastructure. UserInterface Agents adapt to the capabilities of the terminal device, so thatservices do not have to concern themselves with the capabilities of theterminal.However, if the service is to operate e�ciently, service agents them-selves must also adapt. There is no sense in trying to send high-resolutionreal-time video over a link that does not have enough bandwidth, for ex-ample. Instead, the video should be scaled down, and the frame ratelowered, so that transfer is possible. A service agent can also improveperformance if it understands terminal capabilities. For instance, if a ter-minal cannot show color images, transferring them in color to the terminalis ine�cient, even if the user interface agent is able to adapt by convert-ing the images to monochrome. Instead, the service should convert theimages prior to transfer, so that bandwidth is not wasted.The Monads architecture, outlined in Figure 3, is based on agentsand consists of seven layers. At the bottom we have the underlying net-work, ranging from slow wireless networks to high-speed �xed networks.
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Figure 3. Monads Layered ArchitectureOn the Transport and Signaling layer, we use the Mowgli communicationsarchitecture [9] that takes care of data transmission issues in wireless envi-ronments, hiding most of the communication problems from upper layers.However, the message transport layer (Messaging Services) still needs tobe mobile-aware and optimized for wireless environments. Therefore, wehave made enhancements to existing solutions, such as OMG and FIPAspeci�cations as well as Java RMI, to make them work better with wirelesslinks [10, 11, 12].On the uppermost layer there are standard, non-Monads applicationssuch as web browsers or email clients. Monads Service Agents implementthe adaptation needed by a particular legacy application, using the Mon-ads System Services. In some cases, the whole application may be imple-mented as Monads Service Agents. It should be noted that agent-basedMonads applications may entirely be executed on the mobile terminal,may be partitioned between the mobile terminal and �xed network, ormay entirely be executed in the �xed network. The latter is especiallyimportant when using terminal equipment without signi�cant computingcapabilities. All agents run on top of JADE [13] which is a Java-basedFIPA-compliant agent platform.



Intelligent Agents for Nomadic Users 1173 Predicting Terminal MovementIn order to predict terminal movement, we must �rst try to learn themovement patterns of the user who carries that terminal. Luckily, mostusers do not move randomly with their terminals. Instead, they probablyuse only a few routes in their everyday life|from home to work, fromwork to home, and so on. Thus, we believe that the movement patternsof a user are relatively easy to learn. Of course, in order to learn anythingabout terminal movement, we must obtain the current location of theterminal somehow. Hence, from now on we assume that the terminal hassome kind of positioning device (e.g. GPS) attached to it.The concept we would like to learn|regular routes of the user|is hid-den in a continuous stream of information about the location and speedof the terminal, received from the positioning device. Therefore, the se-quence of coordinates must �rst be transformed into a much shorter se-quence of important waypoints. Waypoints are added to locations wherethe direction of movement or speed changes signi�cantly or routes cross.In the example of Figure 3, the original route drawn with a solid line istransformed into a waypoint sequence fA;B;C;D;E; F; C;Gg.
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118 Pauli MisikangasWe say that a waypoint wi has a connection to wj if there has been asequence of waypoints in which wj came right after wi. Thus, waypointsand connections between them form a directed graph that we call a way-point map. We also de�ne that S(wi) is the set of all nodes wj to whichwi has a connection.Now we can de�ne that a movement pattern is a sequence of waypointsthat appears frequently. The original problem of location prediction canalso be mapped to a problem: given a list of previous waypoints, what willbe the following waypoints? At �rst sight, this problem looks similar todiscovering frequent episodes from a sequence of events, which is currentlya hot topic in the knowledge discovery �eld (see e.g. [14]). Fortunately, thefact that each waypoint has only a few connections makes this problem amuch easier one to solve. In addition, we do not need to use all existingwaypoints in the movement prediction task. It is enough to take intoaccount only waypoints from which there are at least two di�erent waysto continue, and waypoints where the user has remained for a long time.Thus, the number of necessary waypoints is so low that we can use asimple and e�cient data structure called backward tree [15] for learningand predicting the movement of a user.Each node N of a backward tree consists of a waypoint N:w, a setof child nodes N:c, and a map N:f that maps waypoints to frequenciesde�ned as follows. Let Nk0 be the root node of a tree Tk (there is a sep-arate tree for each waypoint), and Nki be a direct child of Nki�1. Hence,Nk0 ; Nk1 ; : : : ; Nki is a direct path from the root to the node Nki . In ad-dition, for all Nki holds that Nki :w 2 S(Nki+1:w). Now, Nki :f(wj) is thefrequency of the waypoint sequence fNki :w;Nki�1:w; : : : ; Nk0 :w; wjg. Us-ing the frequencies, we can easily calculate probabilities for every possiblepath following the given sequence of waypoints.Figure 3 shows an example of a backward tree for waypoint B, whenthe route traveled so far is fA;B;C;G;C;B;A;B;C;D;E; F; C;B;Cg.The circle on top of the �gure is the root node N0 having N0:w = B. Therectangle beside it is the frequency map N0:f , containing entries (A; 1),and (C; 3). Hence, the frequency of cases where waypoint C has followedwaypoint B is N0:f(C) = 3. The root node has two child nodes, so N0:ccontains the nodes labeled with A and C. By looking at the frequencymap of the child node on the right, we can see that in cases where theprevious waypoints have been C and B (in that order), the next waypointhas once been A and once C.
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Figure 5. Backward tree for waypoint B.4 Predicting Quality-of-ServiceThe characteristics of a wireless environment|long latencies, highly vari-able delays, and sudden disconnections|raise problems that are not metin wireline networks. Applications designed to be used with a fast andstable network connection may perform poorly when used with a wirelessconnection. The situation may be improved by using low-level communi-cation methods and protocols optimized for wireless that hide most of theproblems from applications, as done in the Mowgli system [9]. However,to really solve the problem, we must redesign the applications, make themmore intelligent and capable of adapting to the changes in the Quality-of-Service (QoS).As a minimum, a system should detect when current data transmis-sion tasks may not be completed any longer in a reasonable amount oftime due to temporary changes in the QoS. A straightforward but oftenvery useful reaction would simply be to pause or to cancel some of thetransmissions, or o�er the user a change to do this. More sophisticatedsystems could try to adapt to the current QoS by using special data �l-tering and compression methods, and to refuse to accept requests that



120 Pauli Misikangascannot be ful�lled within a certain time limit. A good example is a Webbrowsing agent that automatically shrinks or ignores large images on therequested Web pages when the QoS is not good enough. However, quiteoften an adaptation that is started immediately after a change in QoSis detected comes too late. This is especially true when the connectiv-ity was just lost|nothing can be done after detection of a disconnection,but something could have been done beforehand if the system would havebeen able to predict the disconnection.Predicting changes in QoS of wireless links will be one of the funda-mental requirements for future systems that are supposed to do intelligentadaptation in wireless environments. Estimates of future QoS can be used,for example, in� scheduling decisions, as for example, which tasks are allowed to usebandwidth when the connection is about to be lost,� data prefetching, as for example, download something beforehandwhile the connection is still good,� connection management, as for example, close the connection nowto save expenses because the QoS will be inferior during the next 5minutes.We believe that predictions of useful accuracy can be made by learninghow quantities such as time of day, day of week, past QoS values, andlocation of the terminal a�ect the QoS. Unfortunately, the QoS is alsoa�ected by several factors, like weather, that are very hard or impossibleto observe and/or to predict by computing equipment. Therefore, nosystem shall ever be able to provide exact QoS predictions. However, wehope that the quantities listed above are enough to make predictions ofuseful accuracy.We have implemented an intelligent agent providing QoS predictionsinto a prototype of the Monads project [3]. So far, our main focus hasbeen on how the location of the terminal a�ects the QoS. Thus, QoSpredictions are based on predictions about terminal movement, achievedusing methods described in section 3. The components of the MonadsSystem architecture that involve QoS prediction are shown in Figure 6.The components are:
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122 Pauli MisikangasQoS Modeler Agent An autonomous agent that tries to learn the QoSas a function of location and time, and provides estimates about fu-ture QoS at a given location and time. Collects data (time, location,QoS) with the help of the Perception Service, and builds/updates aroute-based QoS model.QoS Prediction Agent An intelligent agent that provides predictionsabout the future QoS by combining predictions made by the modeleragents described above. If there are alternative ways to predictmovement and QoS, this agent is responsible for selecting betweenthem. It may also warn other agents when the QoS is about tochange signi�cantly.5 ConclusionsThe age of nomadic computing is coming, which brings great challenges tosoftware developers. People want to use small mobile computers having awireless network connection to do the same things they are used to doingwith desktop computers connected to a network via cable. In addition, awhole group of completely new kinds of services should be developed tosupport the needs of a nomadic user. We have argued that it is importantto take the location of the user into account when developing nomadicapplications; both the behavior of the user and the quality of the networkconnection depend on it. Besides knowing where the user is now, appli-cations may also need to know the future location of the user, in order toprepare for forthcoming situations. With the methods presented in thispaper, we can learn the regular routes of a user, and make movement pre-dictions that can be used in various nomadic applications. As an example,we have presented an agent application for predicting the future qualityof a wireless connection.AcknowledgmentsThis work was carried out as a part of the Monads research project, fundedby Sonera Ltd, Nokia Telecommunications, and the National TechnologyAgency of Finland. I wish to thank the rest of the Monads team, especiallymy supervisor Kimmo Raatikainen for his helpful comments.
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