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Overview of the Mowgli Project 41working in their o�ces, can now have ubiquitous access to various infor-mation processing services, such as retrieval of reports, access to e�mail,data base queries, WWW browsing. In addition, the current technology ofpersonal computers has achieved a level where nomadic users more or lessexpect to get, even out of o�ce, a similar quality of service as when work-ing with their desktops. In practice, however, there are several reasonswhy these expectations cannot always be ful�lled.The wireless world has behavioral characteristics for which the wirelineworld�neither the communication infrastructure, nor the applications�is prepared. The �rst aspect is the modest performance of the cellulartelephone system: the throughput is low and the latency is high. Thetransfer of a 3 megabyte picture over a 9.6 kilobits/s link takes more thanone hour�possibly a surprise to a customer used to retrieve imposingWWW pages in some few seconds.A second source of problems is the instability of the wireless link.The user may move out of the coverage area, or the radio conditions maydeteriorate. Transmission errors are detected by the wireless link protocol,and, to some extent, the protocol can recover from them. However, there isa cost involved: an increased delay. This delay may create problems in the�xed network. The protocols interpret increased delays as a symptom ofa congestion, and trying to relieve the problem they decrease the transferrate. This recovery action does not cure the illness, and it decreases theperformance.Changing conditions can even lead to a disconnection of the link. In�xed networks a broken link typically means an irrecoverable failure forthe end user. In a wireless environment the problem may disappear withinminutes or even seconds. However, current systems expect the user torepeat the whole dialup�login procedure, and the applications typicallyhave lost the information that belonged to the interrupted session. In some�eld experiments up to 40% of the sessions were broken unexpectedly, andthe user had to reestablish the session.Protocols tuned for the traditional, well�known wireline world aresometimes grossly inadequate and sometimes even counterproductivewhen cellular telephone networks become involved. This is true for allprotocol layers: link control, control of network usage, and control ofapplication functionality.The wireless telephone link is the bottleneck of the data communi-



42 Timo Alanko, Markku Kojo, Kimmo Raatikainencation path. Thus, tuning of the protocols that control the tra�c overit is of vital interest, and this tuning should focus on new areas: locale�ciency, adaptability to changing conditions, and ability to recover fromcertain types of failures.We have developed the Mowgli architecture to alleviate these prob-lems [5]. The key idea is to place a mediator, a distributed intelligentagent, between the mobile node and the wireline network. The mediatorcontrols the underlying wireless link according to rules speci�ed by theend user. It can adapt its behavior to di�erent conditions of the wirelesslink and to di�erent wishes of the end user. In a disconnected state both ofits parts can act rather independently in the role of the "non�accessible"partner of distributed computation. It can also be used as a platformfor user�accessible control tools. In essence, there is a shift of paradigm:the traditional "client�server" paradigm has been replaced with a new"client�mediator�server" paradigm.Similar kinds of mediator�based approaches have been introduced forwireless LAN's. In these approaches the problems are treated only atthe transport layer. However, when slow wireless links are involved, allprotocol layers need to be addressed. In the Mowgli approach, we coverall the layers up to the application layer and the user interface.A prototype implementation of the Mowgli architecture exists in anenvironment consisting of Linux and Windows platforms and the GSMnetwork.2 TCP and Wireless Links2.1 Problems in TCP/IP Over Wireless LinksUnder favourable radio conditions a wireless telephone link behaves almostlike a normal PSTN link. Therefore, it can be expected that existing In-ternet applications still work when the conditions are good. However,di�erences between wired and wireless links cause complications. Thecommon data communication protocols, like the TCP/IP Internet proto-cols, do not expect problems like those occurring in a cellular telephonenetwork.The TCP/IP protocols are designed for wired networks, and recentresearch shows performance problems due to inappropriate operation of



Overview of the Mowgli Project 43current TCP/IP when wireless links are involved [1, 2, 6]. The experimen-tal results indicate that even minor disturbances in connections may leadto suboptimal performance�sometimes to delays which irritate users�and even to failures at the application level.To improve the user�visible performance several enhancements areneeded:� a link�level protocol tuned for a slow wireless link,� facilities for parallel data transfer operations some of which are tobe executed in the background, and� an elaborate multiplexing system giving higher priorities for themore urgent tasks (especially for interactive tasks with a waitinguser).The transmission control mechanisms of TCP are based on one basicperformance metric: the round�trip time. An abruptly increased round�trip time may cause the TCP retransmission timer to go o�, which inturn is interpreted as a sign of insu�cient capacity somewhere in thenetwork; the recovery mechanism is to decrease the sending rate. Forwireless connections, like the GSM non�transparent data service, highlyvariable transmission delays are typical, but they have totally di�erentorigins: link-level retransmissions generated by bursts of errors on theradio link. Hence, the reaction of TCP is incorrect. What is needed isa separation of control: the wireless side and the wired side should becontrolled independently of each other.The wireless link is vulnerable. The mobile workstation may movethrough an uncovered area, or the radio conditions may temporarily de-teriorate. In both cases the link becomes inaccessible for some period oftime. Neither the TCP/IP protocols nor applications are prepared forthis; in the wired network a broken link is considered to be a fatal fail-ure, and typically all active operations are terminated. A mediator canobviously be used to mask intermittent breaks.Present cellular telephone systems are circuit switched, and chargingis based on the connection time. Thus, the customary habit of workingwith the link open over the whole session is not reasonable. Clearly, amore elaborate control of the wireless link is needed.



44 Timo Alanko, Markku Kojo, Kimmo Raatikainen2.2 TCP and GSM DataFigure 1 shows how the commercial non�transparent GSM data servicecan be used to connect a mobile workstation to the �xed Internet usingstandard Internet protocols.
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Overview of the Mowgli Project 45transfer a signi�cant amount of data. However, in very short�lived TCPconnections, such as those created by WWW type activity, the ine�-ciency is signi�cant. In the GSM data environment with its high latency,the slow�start together with the three�way handshake employed at thestart of each TCP connection creates a delay visible to the end�user.The TCP protocol has been tuned for the relatively reliable �xed net-works, in which a packet loss due to transmission errors is rare. Therefore,the protocol assumes that each packet loss is a sign of network congestionand the slow start is triggered whenever a packet is lost. Unfortunately, ina wireless environment packet losses due to transmission errors are quitecommon. A TCP connection, spanning both wireless and �xed networks,will have poor performance because TCP misinterprets every lost packetas network congestion and slows down the rate of transmission. The re-sult is that even though new data could immediately be delivered overthe wireless link, the sending TCP layer, instead of transmitting packets,waits for a non�existent congestion to disappear.In the non�transparent GSM data service the Radio Link Protocol(RLP) is used to provide reliable transfer over the wireless link. In order tocorrect transmission errors the RLP protocol retransmits corrupted framesover the wireless link. The result is that transmission errors corrected byRLP will be perceived as transmission delays. Usually the delays are longenough for TCP to interpret them as lost packets, since acknowledgementsdo not arrive in time. Again, TCP assumes that there are congestionproblems in the network and slows down the rate of transmission.Delays due to RLP retransmissions also cause other performance prob-lems. A notable one is that, in addition to triggering congestion control,such a delay may also cause the sending TCP layer to unnecessarily re-transmit packets. Naturally, the retransmissions will also go over thewireless link consuming bandwidth that could be better used for othertra�c. Further retransmissions are caused by the fact that the compo-nents in the GSM data service can bu�er tens of kilobytes of data alongthe communication path, particularly in modems and in the dial�up serverthat functions as a router between the �xed and wireless networks. Theresulting queuing e�ect increases the round�trip time causing further re-transmissions followed by slow starts. Unnecessary retransmission accu-mulation is a problem that occurs more probably with TCP connectionswhere a signi�cant amount of data is transferred, e.g. in �le transfers.



46 Timo Alanko, Markku Kojo, Kimmo RaatikainenProblems due to delayed acknowledgements have also been reported in anearlier study [8]. The phenomenon was called ack�compression.A particularly di�cult case of the unnecessary retransmission syn-drome manifests when the TCP send window is fully open (transmissionhas gone well for a while), most of the segments in the send window havebeen bu�ered along the communication path, and a long delay on thewireless link causes all those segments to time out. According to theslow�start algorithm the congestion window is set to one segment andthe �rst timed�out segment is retransmitted. Soon, the sending TCPreceives an acknowledgement for the �rst segment�however, not in re-sponse to the retransmission but to the original transmission. Since thesending TCP is receiving acknowledgements, it assumes that everythingis all right, increases the congestion window and retransmits some moresegments in accordance with the slow�start algorithm. Thus, retransmit-ted TCP segments keep piling into the bu�ers along the communicationpath. The syndrome may repeat for awhile but eventually it dies out: ateach repetition the congestion window must increase at a slower rate.It should be noted, that TCP implementations di�er in the way theyhandle retransmissions. Some of them adhere to the TCP speci�cationmore strictly than others. In addition, the speci�cation is not entirelyclear in how to deal with multiple packets "timeouting" simultaneously.In TCP the retransmission time�out value (RTO) is constantly adjustedaccording to measured round�trip time estimates [3]. In our experience,the algorithm does not adapt well to the highly variable delays of a wire-less environment, causing either numerous unnecessary retransmissions ortoo slow retransmissions when packets are actually being lost. In addi-tion, some TCP implementations, which are optimized for �xed networks,incorrectly use a quite short initial retransmission time�out at the startof a TCP connection.The low initial value of RTO causes unnecessary retransmissions be-fore the algorithm adjusts to the high�latency link. This is not a seriousproblem in long�lived TCP connections, in which a lot of data is trans-ferred, but in short�lived TCP connections a signi�cant fraction of thetransmitted data segments can in fact be retransmissions. Part of theproblem is that adjusting the RTO is slow, because the algorithm at-tempts to smooth variations in measured round�trips. The main reasonis that round�trip times can not be reliably measured from retransmitted



Overview of the Mowgli Project 47segments [4]. Thus, the unnecessary retransmissions in the beginning ofthe connection slow down the RTO adjustment causing more retransmis-sions.A further issue with multiple TCP connections over a low�bandwidthlink is that they can interfere with each other. Even a single bulk trans-fer over the wireless link causes the round�trip times observed by otherconnections to reach several (5�10) seconds [6].Again the reason is that data is bu�ered along the data communicationpath below the TCP layer. Especially new connections have di�culties:the retransmission timer takes a very long time to adjust upwards tothe relatively high observed round�trip time. The too short initial RTOcauses numerous unnecessary retransmissions, and each time the senderapplies the slow�start algorithm, making the adjustment very slow. In ourexperience, it may be almost impossible to start an interactive connectionwhen there are ongoing bulk�data transfers.A small additional problem with TCP/IP performance over a low�bandwidth link is that the combined IP and TCP headers are quite ver-bose (typically 40 bytes). While Van Jacobson's header compression [3]is typically used with PPP framing, the overhead still shaves o� a fewpercent of the available bandwidth.To summarize, there are a number of subtle performance problemsin using the TCP protocol over the non�transparent GSM data service.Because of the relatively high latency of the wireless link, short�livedTCP connections are slowed down by the initial three�way handshake,TCP slow�start, and the unnecessary retransmissions caused by a tootight initial retransmission time�out. Long�lived TCP connections, onthe other hand, su�er from an excessive queuing e�ect on the wirelesspath, coupled with subtle interactions between congestion control and theround�trip time estimation algorithm used to calculate the retransmissiontime�out. Furthermore, parallel TCP connections competing for the sameconstrained link interfere with each other in a way that causes additionalretransmissions.



48 Timo Alanko, Markku Kojo, Kimmo Raatikainen3 Mowgli Communication Architecture3.1 Architectural OverviewIn the Mowgli architecture a mobile node is connected to the �xed net-work through a wireless telephone link. The key idea in the architecture isto separate the control of the behaviorally di�erent wireline and wirelessworlds. The central role in this separation is given to the node on the bor-der of these two worlds, which provides the mobile node with a connectionpoint to the wireline Internet; the node is called the mobile�connectionhost (MCH). This node also o�ers a platform for intelligent agents, calledproxies. The proxies represent mobile�node applications in the wirelinenetwork, and they are capable of operating autonomously, even when themobile node is not reachable.The mediator approach allows us to replace the regular TCP/IP pro-tocols of the Internet with a specialized set of communication services forthe slow wireless link. These services are provided at three di�erent lay-ers: at the agent�proxy layer, at the data transfer layer, and at the datatransport layer.
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Overview of the Mowgli Project 49communication level, and on the data transport level. The basic commu-nication services, which are available through an application programminginterface called the Mowgli socket interface, include the socket operationsin the traditional Berkeley socket interface. Because the Mowgli socketshave the same functionality as the traditional TCP/IP sockets, existingapplications can be executed on the mobile node without modi�cations.This approach amounts to splitting the traditional client program intotwo parts�one on each side of the wireless link.3.2 Agent and ProxyOn the agent level the communication services are implemented as agent�proxy teams. In the Mowgli system we have two basic kinds of teams:generic agent�proxies and application�speci�c agent�proxies.Generic agent and proxy take care of delivering data over the wirelesslink; for each TCP socket a pair is generated. A generic pair does notperform any speci�c optimizations; agent and proxy simply relay dataover the wireless link using the Mowgli data transport level services.Application�speci�c agent and proxy are tailored for a speci�c ap-plication protocol; when controlling data transfer they can adapt theirbehavior depending on the characteristics of the application, the needs ofthe user, and on the quality of service available in the wireless environ-ment. The Mowgli WWW software is a good example of an agent�proxyteam taking advantage of application semantics [7].In Mowgli, the communication services available in the generic commu-nication service level are speci�cally designed to be used in communicationover a wireless (telephone) link, and between an application�speci�c agentand the corresponding proxy.3.3 Mowgli Data Channel ServiceAt the data transport layer, the TCP/IP core protocols are replaced withthe Mowgli Data Channel Service (MDCS) [6], which is designed to copewith the special characteristics of slow wireless links. All communicationabove the data transport layer uses the transport services of the MDCS.The communication in the MDCS is based on data channels. Eachdata channel has a priority and a set of additional attributes for controlling



50 Timo Alanko, Markku Kojo, Kimmo Raatikainenthe behavior of the channel in case of exceptional events. Multiplexing ofdata channels is based on a priority scheme. This technique can be usedto signi�cantly improve the user�visible performance of data transfers.For example, when interactive communication is directed over a high�priority channel, the response times are in practice independent of theexistence of any low�priority background data transfers. In addition, theuser may start several simultaneous �le transfers, which can be executedeither serially or in parallel.Another important feature of the MDCS is improved fault�tolerance.Particularly, the MDCS is designed to make a recovery from unexpectedtemporary disconnections of the wireless link e�cient. In order to accom-plish this, MDCS maintains the state information of the ongoing trans-missions; after an interruption the transmissions can be resumed in oneround�trip time.In the design of the Mowgli Data Channel Protocol (MDCP) we havesolutions that are di�erent from those of the standard TCP/IP. As wasdiscussed in Section 2, the TCP/IP protocols do not suit well to the char-acteristics of the wireless links: TCP employs sophisticated techniques notsuitable in a wireless environment, the headers are long, and the usage oflink capacity is wasteful.Another source of problems was bu�ering within the GSM: the datacommunication path between the mobile node and the MCH typically in-volves several components with a signi�cant amount of bu�er space. Ifthe amount of bu�ering is not controlled, the observed round�trip timebetween the mobile node and the MCH may rapidly increase to severalseconds. Obviously, unrestrained bu�ering also makes smooth multiplex-ing of data channels more di�cult; it even hampers delivering controlpackets and high�priority data packets in a timely manner. Hence, theMDCP protocol employs link�level �ow control to limit the amount ofbu�ering along the path between the mobile node and the MCH.The high performance of the MDCP protocol has been achieved byminimizing the amount of protocol overhead, speci�cally protocol headersand super�uous round�trips over the wireless link. The protocol informa-tion in data packets occupies only 1�3 bytes plus an optional checksum�eld. In addition, MDCP always tries to transmit data at the best pos-sible speed the wireless link is capable of: it does not employ slow�start,and a three�way handshake during connection establishment is optional.



Overview of the Mowgli Project 51It also sends acknowledgements only sparingly. Thus, MDCP reachesthe full bandwidth much faster than TCP, and it is capable of retainingthe transfer rate rather stable even when temporary delays occur on thewireless link [6].3.4 Mowgli Data Transfer ServiceThe Mowgli Data Transfer Service (MDTS) is one of the services o�eredat the generic communication service level. This service is able to takeover the responsibility of transferring structured user data over the wire-less link. The basic element of information for transfer operations is anInformation eXchange Unit (IXU). In general, an IXU is something thatthe user considers as an independent unit of information, the transfer ofwhich he or she may want to control. Examples of IXU's include mailmessages, �les, print jobs, and WWW pages or inline images of WWWpages.Each IXU has a set of attributes, which are used in controlling thetransfer. The MDTS provides operations for creating IXU's to be sent, forreceiving IXU's, for managing transfer queues, and for changing attributesof speci�ed IXU's. Due to the attribute system, the MDTS is able tooperate rather independently of various kinds of background transfers: itcan make decisions about invoking transfers when conditions are favorable,about postponing transfers when conditions deteriorate, about trying torecover from failures, and about canceling operations.The application�speci�c agents and proxies are capable of extractingappropriate data units, creating IXU's, and sending them, as well as re-ceiving IXU's and translating them back to application protocol data.4 An Example: WWW Agent and ProxyThe Mowgli WWW software [7] is an excellent example of customizedagent�proxy team that is optimized for a speci�c application. MowgliWWW design is based on the following key principles:� Allow use of popular WWW browser and server software unmodi-�ed.



52 Timo Alanko, Markku Kojo, Kimmo Raatikainen� Minimize round trips and the volume of data transmitted over theslow link.� Discourage burstiness on all levels, since bursty data tra�c trans-lates to low utilization of the link.� Allow operation without network connectivity.� Enable asynchronous background fetching of documents.� Provide the user with �ne�grained control over how the wireless (orslow) link should be used.The Mowgli WWW Agent and Proxy cooperate in order to fetch hy-permedia documents from WWW servers to the mobile node. They com-municate with each other using the optimized Mowgli HTTP (MHTTP)protocol, which minimizes the data tra�c over the wireless link.The Mowgli WWW Agent and Proxy establish a binding when theuser starts a browsing session. The binding is maintained until the userdeclares that the browsing session is over. This means that the MowgliWWW Proxy retains awareness of the user even over periods when themobile workstation is disconnected from the network. In this way theproxy can perform operations in the �xed network on behalf of the mobilenode when the node is momentarily unreachable.The MHTTP is highly optimized; for example, it exploits binary en-coding of HTTP headers to reduce protocol overhead. In addition, it em-ploys the MDCP protocol for transport; thus, it is not exposed to delaysdue to the three�way handshake and slow start, which reduce the transferspeed of the normal HTTP on top of regular TCP. The true power of theapproach, however, lies in the way the agent and proxy exploit availableknowledge about the behavior of the application. They make extensiveuse of predictive upload of documents and document objects by prefetch-ing document objects embedded in WWW documents. When the proxyreceives a request for a WWW document from the agent, it fetches thedocument from a WWW server and forwards the document to the mo-bile node. While doing this the proxy looks at the document and startsprefetching the embedded objects from the WWW server and forwardingthem to the agent with the assumption that the WWW browser will re-quest them soon in any case. Figure 3 outlines how a Web page with two
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Figure 3. Reducing round�trip delays in Web browsinginline images is fetched. This technique decreases the number of round�trips and makes the data tra�c less bursty, which, in turn, reduces theresponse times observed by the end�user. Our performance measurementsindicate that total transfer time in fetching typical WWW documents isreduced signi�cantly [7].5 DiscussionThe conceptual design of the Mowgli system has its origins in the di�erentnatures of the wireless and wireline worlds, in some speci�c features of thewireless link, and in the problems of a nomadic user. The main idea is todevelop new functionality using the concept of a mediator that consistsof an agent�proxy team and of associated infrastructure.This approach leads to an essentially improved performance when com-pared to the regular TCP/IP�based solution [6, 7]:� The overall performance was improved, and the number of very longdelays was decreased dramatically; for example, in bulk data transfer



54 Timo Alanko, Markku Kojo, Kimmo Raatikainenbenchmarks the upper quartile of the transfer time was decreasedby 50%.� Response times for interactive queries could be kept at a low and pre-dictable level, independent of the background tra�c; in the bench-marks the response times remained at the level of 2�3 seconds in-stead of about 8 seconds with regular TCP/IP.The idea of splitting the end-to-end control turned out to be fruitful.Firstly, it helps to utilize the capacity of the bottleneck device, the wirelesslink. The proxy on the MCH acts as a high�level bu�er balancing variabil-ity in arrival rates from the wireless side, which are due to distortions onthe radio link, and from the wireline side, which are due to congestion inthe Internet. Secondly, the splitting prevents irregular behavior on eitherside from harming the control of the other side: wireless delays do notcause unnecessary end-to-end retransmissions, nor does wireline conges-tion a�ect the operation over the wireless link. Of more importance forthe end users are the qualitative improvements: occasional breaks in theradio link have no visible e�ects at the user interface level, automatic con-trol of the telephone connection is a blessing for unaccustomed nomadicusers, and the possibility to transparent background operations relievesthe nervous end user from a lot of idle waiting.Today the research in mobility is primarily concentrated on the prob-lems of physical mobility: The system perceives how the nodes move. Inthe Mowgli environment the cellular telephone system hides certain issuesin the terminal mobility like paging, hand�overs, and location updates.Therefore, we are able to focus on the next set of problems: when toconnect, how to control disconnected agents, and�in general�how toimprove the dependability of applications comprising wireless data com-munications.AcknowledgementsThis work was partially supported by Nokia Mobile Phones, NokiaTelecommunications and Sonera (prev. Telecom Finland).
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