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22Victor N. Vasiliev, Natalia S. Ruzanova, Timo Alanko,Iouri A. Bogoiavlenski1 IntroductionDespite of serious crisis phenomena in Russian economics, some of itsbranches develop with fast rate. During the last years an intensivegrowth of the Internet infrastructure can be observed, both with regardto the number of customers and to the services provided. Indeed, theinformation�technology industry providing Internet�related services canbe included into the major growing branches in the Russian economy.As it is typical worldwide, Russian Universities play a role of conduc-tors and catalysts of the Internet technologies. Since 1994, the Universityof Petrozavodsk provides Internet services in the Republic of Karelia; themain users of these services are pupils of Karelian schools, and studentsand sta� of educational, scienti�c and cultural organizations.In this paper we shortly describe the main characteristics of the grow-ing Internet infrastructure in the Republic of Karelia. We consider theplanning problem due to the fast growth of the infrastructure and pro-claim that, in this respect, the most important part of the infrastructureare the Local Service Providers (LSP), i.e. the Internet service providersclosest to the customers. Then we give an overview on the evolution ofthe Federal Petrozavodsk RUNNet Node (FPRN), which is the oldest andmost powerful LSP in the Republic. We conclude that an LSP has a sta-ble functional structure, and describe its main subsystems. This makesit possible to decompose the LSP capacity planning problem into moretractable parts. Basing on LSP modeling through a hierarchical compo-sition of subsystem models we formulate an approach to e�cient solvingmethods of the capacity planning problem. Results of some �rst stepsin this direction, presented among the papers of these Proceedings, areshortly discussed.This paper presents continuation of research, started in [1, 2].2 Growth of Internet Infrastructure in Re-public of KareliaSince 1995 the growth of the Russian Internet segment and its Karelianpart has had an explosive character, quite in the same lines that have beentypical for the global Internet. The growth has exceeded all expectations.



An Approach to Capacity Planning of a Local Service Provider 23There were in 1997 twelve national Internet providers in Russia: De-mos/Internet, EUNet/Relcom, FREENet, GlasNet, Global One Russia,MSUNet RELARN�IP, RSSI, RUHEP/Radio�MSU, RUNNet, RosNet,and Sovam Teleport; in addition to these, there were approximately twohundred relatively small local service providers.The National Russian Backbone is under construction (RBNet project)[13], and there were in 1997 year two Internet Exchange points to trans-mit tra�c between di�erent provider networks (in Moscow and in Saint�Petersburg).In January 1997 there were more than 50.000 hosts and near 3.000second�level domains within the domain �ru�, and there were close to19.000 hosts and 600 second�level domains within the domain �su� [14].The process of the Internet infrastructure growth has been�and con-tinues to be�very fast: the development is still at a level which is farfrom any kind of saturation.The Internet infrastructure of the Republic of Karelia, shown in Fig-ure 1, re�ects the state of the network at Spring 1998. There are twomain commercial operators in the Republic. The �Rostelecom�, a branchof the federal level enterprise with the same name, provides various kindsof communication services in the Northern Region. The main area of ac-tivity of �Electrosviaz�, the other operator, is providing of phone servicesfor Petrozavodsk population. Both operators are now developing modernInternet services and compete for customers.Such parts of the infrastructure as communications channels exist,and have been developed, in the Republic for a long time. But Inter-net access points, shown in Figure 1, started to emerge not earlier thanthree years ago, after the creation of the Federal Petrozavodsk RUNNetNode (FPRN) of the University of Petrozavodsk. Its �rst hardware con-�guration was rather simple, and the range of o�ered services was small.However, the operational FPRN has demonstrated the advantages, pro�tsand pleasures of Internet to the people of the Republic. More important isthat FPRN has been�and still is�a kind of incubator of sta� and usersfor the Internet access points.Today, even if the Internet infrastructure already covers an essentialpart of the Republic, it still has big growth potentials both in territorialexpansion and in improving the range and quality of services, providedby the access points.
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Figure 1. The Internet infrastructure of the Republic of Karelia,Spring 1998.
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Figure 2. Conventional signs for Figure 13 Internet Infrastructure Planning and LocalService ProvidersThe expansion of Internet infrastructure, described in the previous section,can be carried out in many di�erent ways, but in any case it involves manyorganizations and enterprises, capital investments, customers and otherrelated interests. What is needed are approaches to the infrastructureplanning problem, with a goal to keep the process as economic and asmanageable as possible.Nowadays an ever increasing number of research e�orts are concernedwith Internet behavior, treating the Internet as a more or less individualobject with its own characteristics. A good review with further referencesof the e�orts in this area can be found in [3]. The report points out, that�As the nation and world become increasingly dependent on the Internet,it is critical that we develop mechanisms to enable infrastructure�wideplanning and analysis and to promote continued e�cient scaling of theInternet�. These e�orts are mainly concerned with the �rst stages ofperformance analysis: de�nitions of metrics [4], [5] and monitoring [6].Creation of the new IETF working groups IPPM (IP Performance Met-



26Victor N. Vasiliev, Natalia S. Ruzanova, Timo Alanko,Iouri A. Bogoiavlenskirics) [7] and RTFM (Real�time Tra�c Flow Measurement) [8] re�ects theimportance of this research direction.It is evident, that the problem of Internet infrastructure planning asa whole is huge, and, hence, if we want to solve the problem, we haveto decompose it into more manageable subproblems. Internet can beconsidered as a complex system with a virtual hierarchical structure, asshown in Figure 3. For us the most interesting components of the structureare the Local Service Providers (LSP)�especially as the FPRN, whichis supported by the University of Petrozavodsk, can be considered as atypical LSP. The notion of LSP covers both enterprises selling Internetservices, and organizations providing services for their own personnel. TheLSP's are the service providers which are closest to the customers.Our research concentrates on problems connected with the capacityplanning of LSP's, and we use the FPRN as a modeling and experimentalenvironment. The problem area is of uttermost importance as the LSP'scarry most of the burden due to the growth of Internet and their capacityand functionality are crucial with respect to the performance of the wholeinfrastructure.In Summer 1997 there were 31 national�level providers and 4009 LSP'sin the United States [10]. The relationship between the number of thenational�level providers and of the number of LSP's is close to that ob-served in Russia (12 national providers and about 200 LSP's in spring1997 [12]); the same holds for other countries of the Internet �secondwave� (SW), which follow the worldwide Internet tendencies with a cer-tain delay.The importance of the problem is strengthened by the fact, that LSP'shave a pronounced in�uence on several interesting Internet service char-acteristics, such as the end-to-end performance of a transmission �ow.Notice, as well, that in each Internet access point in Figure 3 there existsat least one LSP.The term �infrastructure�wide planning� [3] can be understood in avery wide sense, including even psychological, sociological, and ecologicalaspects. We will consider only aspects related with the data communi-cations technology remaining inside well�known and well�developed per-formance analysis and capacity planning methodology (see, for example[11]).The capacity planning problem is rather di�cult due to the complexity
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Figure 3. Virtual hierarchical structure of Internet



28Victor N. Vasiliev, Natalia S. Ruzanova, Timo Alanko,Iouri A. Bogoiavlenskiof an LSP itself and due to the rapid rate its features change, includingthe technologies used. As we have already pointed out, practical solutiontechniques should be based on a decomposition of the problem area. Aswe want to develop planning methods which remain practical for a longerperiod of time we have to produce the decomposition carefully. Hence, the�rst step should be an analysis of the LSP growth process with the aimto distinguish essential, time�invariant features of the system and, �rstof all, of its structure. For this purpose, let us review the FPRN growthprocess itself.4 Growth of Federal Petrozavodsk RUNNetNodeThe Federal Petrozavodsk RUNNet Node was started at the Universityof Petrozavodsk within the frame of Branch V of the Scienti�c�TechnicalProgram �Universities of Russia�. The FPRN acts since 1994 as a LocalService Provider for sta� and students of the University, and for cus-tomers from di�erent governmental, educational, scienti�c, and culturalorganizations of the city of Petrozavodsk and of the Republic of Karelia.Since the starting a fast growth has been characteristic of FPRN, andthis with respect to all the main features, such as range of Internet ser-vices, hardware capacity, internal structure complexity and so on. FPRNis a typical Russian LSP. This growth can be characterized by three mainfactors.First, hardware, and more slowly, software of FPRN permanentlychange to provide modern services at a su�cient level. As an examplewe give some growth characteristics of FPRN for a one�year period (Ta-ble 1).Second, requests for all kinds of telecommunication services in Russiaexceed by far the possibilities of the existing technology. This means thatthere exists potential for extensive growth.Take the University users as an example. In 1997, about 100 studentsand 550 members of sta� had access to the e�mail service. On the otherhand, there were 5500 students and 1500 members of sta� still needing it.Service requirements are especially large at the big faculties of Medicine,Economics and Law. These faculties are very popular among the Uni-



An Approach to Capacity Planning of a Local Service Provider 29Table 1.Characteristic May 1996 May 1997Mailexchanger hardware P75/32M/1G P200/32M/2GFUNet router i486�33/2M/20M i486�75/16M/170MNew link to RUNNet/SPb not exists 256 kbpsRUNNET router i486�66/16M/540M CISCO 2509External Nets not exists Karelian ResearchCenter of RussianAcademy of Science,National LibraryModems in Pool 6 10Modems connection type IRQ, DigiBoard CISCO, EthernetMail external users 120 250On�line users 53 112Segments in LAN 1 2Workstations in LAN 115 190Mail internal users 315 655versity entrants and among adults needing retraining, and for them theinternational contacts supported by Internet are of vital interest.In 1997, the number of regional customers were about 250, but a cau-tious estimate of the near�future potential is close to 2500. Currently,growth of the customer base is restrained by weaknesses of the communi-cation infrastructure, but its modernization, based on digital technologies,is in progress.Third, there are e�orts of international organizations to enlarge thecoverage of Internet within Russia. As universities are considered to beconductors and catalysts of the adoption process into information tech-nologies, remarkable investments are made in their information infras-tructures. An example: funded by the Soros Foundation, special Internetcomputer classes have been established in 32 Universities of Russia. Theequipment in Petrozavodsk consists of some 50 computers for the endusers, new LSP servers, and hardware for a WWW design laboratory.Di�erent kinds of application development, based on the equipment, arecoordinated by the branch of the �Open Society Institute�, created at theUniversity at the Soros foundation's expense.Today FPRN has a rather complex structure; it is a multi�server multi-link system providing a full range of Internet services. Its structural de-



30Victor N. Vasiliev, Natalia S. Ruzanova, Timo Alanko,Iouri A. Bogoiavlenskivelopment is roughly presented in Figures 4, 5 and 6.Figure 4 shows the general scheme of FPRN before March 1997. Thescheme is rather simple, both workstations and servers are connectedto one Ethernet segment, and the capacity of the external channels islow�9.6 kbps to FUNet via Joensuu and 64 kbps to RUNNet via Saint�Petersburg (SPb).Figure 5 shows FPRN scheme after the 1st of March, 1997, when the�University LAN segment� was divided into two segments, connected bybridges. The administrative segment �CoreLAN� includes the main FPRNservers, and the users segment �University LAN� includes two NetWareservers and close to 190 workstations. The capacity of the external channelto SPb is now already 256 kbps.Figure 6 presents FPRN scheme at the 1st of November 1998. FPRNLAN already consists of several segments, connected by switches insidethe main building. The LAN segments of remote buildings are connectedto the main building via routers. The FPRN servers, the external chan-nels routers, and the access server are interconnected via fast routers andswitches. The capacity of a new external channel to Moscow �Rostele-com� is 2 Mbps. The development became possible due to funds of SorosFoundation and cooperation with �Rostelecom�.As a last notice we want to point out that for historical reasons networkplatforms and protocols at the University have developed to form a richvariety of di�erent species. For example, currently there are in use atFPRN: NetWare and Unix servers, TCP/IP protocol suite and an appliedsubset of it, IPX/SPX/NCP, NetBios, AppleTalk, UUCP, UUCP overTCP/IP, and some other protocols of a more local interest. This state ofa�airs contributes to the complexity of any performance analysis, capacityplanning, and workload predictions.Thus, FPRN is a highly complex and rapidly growing LSP system.The factors, listed above, lead to a prolonged growth and to signi�cantstructural changes in the FPRN tra�c, and these again make methodsfor LSP capacity planning a most interesting area of concern.
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34Victor N. Vasiliev, Natalia S. Ruzanova, Timo Alanko,Iouri A. Bogoiavlenski5 Local Service Provider Subsystems and Ca-pacity Planning ProblemIt can be seen from the Figures 4, 5, and 6, that through all the changes thestructure of FPRN remains essentially same; it consists of four main sub-systems: customer�access servers, internal Internet servers, the internalLAN, and external channels to higher�level service providers. The stabil-ity of this structure is quite natural as the structure elements correspondto the main functions of LSP. This has been noted by other researchersas well, see for example [13].Thus, it is quite reasonable to use a composite LSP model, whichconsists of four subsystem models, all connected together. An advantageof the approach is that the di�erent upgrades�hardware, software ornetwork technology�can be treated separately: the basic work in theanalysis concentrates on one individual submodel, and after the upgradeone single model has to be revalidated.A typical capacity planning problem in an LSP environment is howto provide stable quality of service for an increasing number of customerswhen�at the same time�all the service needs grow: the diversity ofInternet services grows and their demands for bandwidth grows.Practice shows that the natural desire of LSP administrators to surviveon the market forces them into a never�ending spiral of fast upgrades. Thestarting phase of each subsequent round of the spiral is characterized bythe wish of the LSP administrator to satisfy the customer's needs for morebandwidth and, accordingly, to balance this with increasing costs of the�LSP�ware�.From a capacity planning point of view there is a subtle feedback inthe spiral process. Typically, in a small environment, increasing capacityimproves the quality of service, improved quality increases usage of thesystem, which again worsens the quality of service; worsening the qualitydecreases the usage. Hence, if the system is close to the saturation point,its state becomes�at least to some extent�unstable.Due to the fast growth of the service requirements the capacity plan-ning of an LSP must be based on reliable predictions of growth and onreasonable decision making. It requires adequate knowledge of the currentperformance of the system, of the capacity limits of the LSP subsystems,and of a reasonable forecast about the future workload.



An Approach to Capacity Planning of a Local Service Provider 35As the �rst step we try to investigate problems of customer�accessserver modeling [15] and problems related with the current performanceand workload characterization of an Ethernet segment [16].The external channels of the LSP and the internal servers are topicsfor further research.6 Performance Analysis and Capacity Plan-ning of a Customer�Access ServerCustomer�access servers (ACS) have some special features which createcertain challenges to mathematical modeling. The ACS's have a com-pound structure of tra�c, they are often heterogeneous, and they arebased on multichannel techniques.The compound structure of ACS tra�c is speci�c to a situation whereremote users generate independent service processes. Typically a servicerequest�a customer in the queuing model�consists of a sequence of in-dependent units. Hence, one can consider the service process to consist ofa sequence of consecutive steps. The problem is to construct and analyzedistributions which re�ect this structure of the customer service process.Further, such general characteristics of ACS as the distribution of thenumber of busy channels or the loss probability are also of vital inter-est. Thus, the analyst has to use mathematical schemes which allow toobtain information about the system's behavior at di�erent levels of de-tail, and, if necessary, make it possible to consider general and detailedcharacteristics all together.A queuing system with service behavior speci�ed to model the ACScharacteristics is investigated in paper [15]. The corresponding randomprocess is constructed, and theorems on its properties are proved; in addi-tion, some steady�state characteristics of the queuing system are obtained.The applicability of the results has been tried in a real ACS environmentusing the FPRN modem pool as the experimental basis. Results of thepool modeling are presented, including a �tness test for the distributionsobtained from modeling and the measured data of the real pool tra�c.The example of the real ACS modeling presents a customer call lossprobability, which depends on three parameters. These are the arrivalrate of remote calls, the message�group size, and the service rate, which



36Victor N. Vasiliev, Natalia S. Ruzanova, Timo Alanko,Iouri A. Bogoiavlenskidepends on the hardware and software characteristics of the server and ofthe modem pool. The obtained dependence allows to plan when and howto update the modem pool to keep its performance at the required level.7 Performance and Workload Characteriza-tion of an Ethernet SegmentInternal LAN is one of the most important LSP subsystem that, in mostcases, is implemented by Ethernet technology and consists of several seg-ments. The LAN tra�c re�ects the behavior of the local users, theirinteraction with an LSP servers and with external channels.The performance of an Ethernet segment depends on many param-eters: speci�cations of the standard and choices made for the speci�ccon�guration, characteristics of the hosts, implementation of interfaces,and the nature of the workload. The situation is getting worse by theunpredictable qualitative changes in the workload characteristics, to beexpected during the life cycle of an Ethernet segment.First stages of a segment capacity planning problem solution are [11]current performance estimation and workload characterization throughtra�c measurements. The paper [16] describes a practical softwaremethodology for solution of this two problems.There exists a number of software packages for measuring, collection,processing, and visualization of Ethernet segment tra�c data. However,the packages are rather expensive and they are not �exible enough be-cause their source code is not available. Therefore the research presentedin [16] has had two concurrent goals: to obtain current performance andworkload measured characteristics of Ethernet segment, which providesdata communication service for local users of FPRN, and to develop soft-ware tools, which are �exible enough to be used as a base for obtaininganalogous characteristics of arbitrary Ethernet segment.The tools operate under OS Linux environment and are implementedas set of �lters, based on free software packages. The set of �lters devel-oped uses special two layer packets capturing scheme. The set is easy touse and �exible enough. It may be used for an Ethernet segment per-formance monitoring and for partitioning of workload on various classesaccording to requirements, which may appear at a segment capacity plan-ning.



An Approach to Capacity Planning of a Local Service Provider 37The set of �lters was used to obtain measured performance and work-load characteristics of local users segment of FPRN. Packets delivery wereconsidered as main service of the segment. Measurements were speci�edto obtain bytes and packets throughput, utilization, and main fractionsof tra�c appertaining to di�erent low levels protocols and to servers con-nected to the segment. There were measured additionally packets lengthempirical distributions for each fraction of tra�c separately, and numberof active hosts (sending at least one packet during a minute).The results obtained allowed to develop a simple technique for Eth-ernet segment capacity planning. Further, it gave reason to formulate apractical approach for a case, where the Ethernet segment, as an elementof LSP, transfers both internal and external tra�c, for example, from anaccess server to a router.In this case the two components of tra�c can be measured indepen-dently, and the in�uence of the external tra�c will be taken into accountusing current averages, only. Hence, the technique can by applied for com-posite modeling of the LSP tra�c. Unfortunately, due to space limitationsthe details of the approach will be postponed to a follow�up article.8 ConclusionConsidering the growth process of the Internet infrastructure in the Re-public of Karelia we emphasize the importance of conducting the plan-ning process in some reasonable way. We suggest a decomposition of theplanning problem and concentration on such important elements of theinfrastructure as the local service providers.Proceeding to the capacity planning of the providers we notice, again,that solution techniques in this area can conveniently be based on decom-position techniques. The analysis of the FPRN growth�process shows thatan LSP can be decomposed into four main subsystems: the customer�access servers, the internal Internet servers, the internal LAN, and theexternal channels to higher�level service providers.Approaches to modeling of a customer�access server and to modeling ofan Ethernet segment are brie�y described with references to more detailedpapers of our colleagues, also presented in these Proceedings.Further research will be devoted to composite models of LSP workloadand LSP performance.
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